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Andy Heller

The real question

What is the size of the annual increase in 
overall bandwidth on the Internet 
Backbone?

2x?
5x?
10x?
20x?
30x?

Are there enough things happening to 
sustain that growth for the 3-5 year 
period?

Internet Backbone Observations and 

 Prognostications

Where is the Internet today and what are 

the primary forces of change 

A look from the outside--the uses

The Internet today

A look from the inside--drivers of 

increasing bandwidth consumption within 

existing and new applications including a 

look at the technical, economic, social and 

legislative side

Is NGI enough?

A Quick Scorecard
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General Categories of Usage

Some big, general categories and some 
terms of endearment

net-balm--(spelling for airports only)
net-dregs--(thats de-reg for non-nerds)
net-ed-- are you?
net-ent
net shop--the mall effect
net spend--real money
net-work

NET-BOMB

Super MPP on the network

limited applications

ASCI
Large scale simulations
Engineering problems
Weather
War Games
LNL/LANL type problems

requires 100's of gigabits to 10's of 
terabits/second



A
lg

or
ith

m
s

A
rchitecture

Language

3

Andy Heller

   NET-Deregulation/Telecom 1994
Competitive pricing along with performance, 
attachment and comm. improvements 
opening up massive growth in usage 

Much faster acceptance of INTERNET and 
WEB than anticipated

Countries with protected public or private 
monopolies are rapidly falling behind the rest 
of the world.  Europe (especially France) and 
Japan beginning to look like 3rd world 

States are entering the fray.  Proposals for 
statewide networks.  Reed Hunt look out

         More on Deregulation

If you own a pipeline there's more money 
in glass than gas

USA T3 costs are about 1/6 Japan and 
result in more than 10x  per capita 
penetration, but even Japan being forced 
to price low. In France, E3 install is more 
than 3.5 years of DIGEX USA T3

Technology that enables usage of existing 
infrastructure evolving rapidly GB on tel. 
wires

This is a business thin g guys
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 NET-Ed(ucation)

Snow-Rockefeller amendment to 1994 
communications act

Major state initiatives TIFF=$1.5B in Texas

Will accelerate both # of hours and shift in 
content from dominant text to video, audio and 
graphics

Rapid intro. of agent and x-caster technologies

Use will be both during and after hours- 
homework

Requires 10's of megabits/classroom,  millions of 
classrooms in US

         NET-ENT(ertainment)         
     the family that Surfs together

Moving the Internet from the home office and 
library to the living room and family room

Major delivery improvements
x-DSL and Cable
ETHERNET to the home on the phone

Moving the action to the big screen
Nintendo 64, Sony play station, WEB-TV and 
other network computers (small n&c)
Next generation on TV remotes, voice control 
and game controllers
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Andy Heller

             More NET-ENT

More focus on Video, teleconferencing, 
quality audio and graphics, group activities

More advertising

More multi-user interactive Network games 
not just downloaded games

many more social (video and telephonic) 
activities

Targeted advertising and materials delivery, 
legal to collect usage data in US but not in 
Euro pe

         Net-Shopping

Net commerce comes in the form of both 
shopping and making the buying decision and 
actually buying (net-spend) the item

Both home and corporate models already 
visible

Movement to much more complex interactions 
and much more video and graphic content

Window shopping at home-the sunny day mall

True comparison shopping and consumer ed

Find exactly what you want at the best price

Really let your fin gers do the walkin g
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                 Net-spending

1996 estimates on e-commerce range from 
$100m to $750m

ignores fundamentals of using the net to shop 
and other ways to buy
even the net-spend model will pass $150B on a 
to go basis by YE2000

Security, clearing house, privacy issues all 
have solutions that are surfacing

Complex corporate net shop and net spend 
applications already launched

Home sho pping for cars , books and com puters

      More Net-Spending

Average time on commercial spending 
e-commerce WEB sites rising from less 
than 25 minutes to over 1 hour per visit

Average number of HTML pages for 
business commerce sites moving from 2-3 
for static informational sites to 15-20 for 
commercial e-commerce sites

Many (most) commercial sites also have 
links to legacy DB systems and each 
HTML user page can require 10-1000 net 
packets to le gacy systems
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Andy Heller

               Net-Work
Office in the home and Telecommuting

telecommuting becoming increasingly more 
attractive with more MIPS and more bandwidth
MPEG, video-teleconferencing  and high speed 
file access rapidly increasing usefulness of office 
in the home and opening up interpersonal 
communications

X-DSL and ETHERNET to the home will rapidly 
accelerate movement

Horizontal business model built around WEB 
systems evolving with potential for increased 
outsourcin g 

Internet terminology and 
background

ISP---Internet Service Provider

NAP--- Network Access Point-a smart MAE

FIX---Federal Internet Exchange

MAE---MFS corporation network Access 
Exchange point-2 major 5 minor MAE sites

A MAE does no routing-the only devices 
connected to the MAE are routers generally 
provided by ISPs
MAE WEST sustaining over 180Mbps (6/96) 
Connected to NASA Ames FIX WEST
MAE EAST sustainin g over 380 Mb ps (6/96)
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The Internet Today in the USA

Europe 5 years behind the USA.  As much digital 

commercial Bandwidth in Austin Texas as all of 

continental Europe???130K user YE96

Even with OC12s and OC48s, insufficient bandwidth for 

current application load

Japanese curious about huge OC48 demand

35-40M users today adding >500K per month

Not enough access points in the  backbone

Many MAEs not profitable

NAPs just starting to emerge for other economic reasons 

than sim ply providin g bandwidth-hi gher functionalit y

Changes in the Internet in the USA

Shift from switched (circuit and virtual circuit) 

into routed links for better utilization (Except 

Bells)

Emergence of more commercial NAPs and 

replacement of several MAEs

Economic viability of new NAPs broader than just 

backplane access

New NAPs take full responsibility for route 

optimization and protocol conversion

More profitable and efficient than old MAEs

Emergence of Virtual Corporations / Internet 

based e-commerce as base of all activities
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Andy Heller

NGI The Next Generation Internet

Funded for Fiscal 1998 at $100M
Split between DOD, DOE, NASA, NSF, 
COMMERCE
From GIGA to TERA bps

Expect ongoing funding until at least 2004

Money for pure Optical solutions, mixed 
optical-electrical solutions and electrical 
solutions

Looking at backbone (TERA-BIT+), NAPs, 
FIXs,etc (100+ GIGABIT), and LANs (1-10 
GIGABIT+) 

NGI Goals

10 Universities/Natnl Laboratories connected 

together at 1000 times current maximum available 

bandwidth limits  Approx. 1Tbps+

100 Universities/Natnl Laboratories connected 

together at 100 times current available bandwidth  

Approximately 100Gbps

ESnet to be part of NGI

Ties to Accelerated Strategic Computing Initiative 

(ASCI) may add source of technology and funding

100Gb pro ject will likel y get some (D)ARPA funds
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What's driving growth of Internet 
traffic?

User Community Growth

Attachment speed

Local Computing power and storage 
capacity

Usage profiles

E-Commerce

Java

Telephonics

What's driving growth of Internet 
traffic?

User Community Growth >450k/month
Universities and Research Labs
Engineering and Design shops
Programming institutions
Large businesses

Small businesses and home office
K-12 and home personal use
1991/ <5M users, <5% home users

End 1996/ 35-40M users, about 25% home 
and home office use.  Home/HO could 
double b y 1998
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Andy Heller

Attachment speed
Growth of ETHERNET in the office (10Mbps)
Hi volume / low cost modems

112 baud in 1968
300, 1200, 2400, 4800, 9600 by 1990
14.4 kbaud in early 1990s
28.8 kbaud by 1995
33.6 kbaud and X2(56 kbaud) by early 1997
Average Home/HO already over 14.4
Next step is 10Mbps  or more using x-DSL or 
asymmetric (DBS), ETHERNET to the home

What's driving growth of Internet 
traffic?

What's driving growth of Internet 

traffic?

Desktop/LAN compute power and storage 

capacity

1972 time sharing gave capacity of about 40KIPS 

to the user and less than 40kflops

Original PCs about the same capability through 

about 1981

Early workstations from 1 to 3 MIPS by mid 1980s

Average workstation over 100mips/mflop by 1996, 

desktop PCs over 50 mips, 20 mflops  average by 

YE2000 moving to 400+mips, 200+mflops + 

DSPs--goin g from 1GB yte to >10 Gb ytes stora ge
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What's driving growth of  Internet 
traffic?
META Browsers

Natural language query
Search of probable WEB sites in parallel
Can generate thousands to tens of 
thousands of requests (agents) in parallel

E-Commerce-Birth of the Virtual Corporation
Growing at very rapid rate-Strong enabling 
technology in security, authentication and 
clearing house support
Complexity of requests  and size of returned 
data rapidly increasing-Large files being 
moved

What's driving growth of  Internet 

traffic?

Change in usage of the Internet

was dominantly e-mail with some FTP

the WEB (browsers) has dramatically 

increased both number of users on the 

Internet and the amount of data being 

moved per interaction

Starting to see emergence of more 

parallelism in usage of the Internet

E-commerce starting to become real-not 

just the same thing as before but done on 

the Internet.  Beginning to see first 

implementations of "Virtual Cor porations"
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Andy Heller

What's driving growth of  Internet 
traffic?

Net-casting

Alerts
Information services
News

Use of Internet to replace private nets as 
functions move from clerks to customers

Will TELNET still exist as it is today

2 packets/character in the backbone
build and tear down 2 virtual circuits per 
character

What's driving growth of  Internet 
traffic?

JAVA-  Will cause rapid increase in average 
size of data transferred per WEB interaction- 
move both data and applet-increase of 
non-text content

Improving Internet Telephonics

Not very good, extremely cheap 
approx. 60mb/hr
Quality improving, getting to tolerable jitter
Cost about $0.01 on the Internet to $1.00 on 
standard long distance and oversea calling
Phone companies very unhappy with the 
situation-must learn to sell bandwidth
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SCORECARD
Function YE96 YE00 Mult Wgt Impct

#of users~40m ~120m 3x 1.0 3
B/e-mail  <500    >60k 120x 0.8 300+
cast-k/u/d   <1     >500 500x 0.2 300+
metaBrs M/d  <.01     >20m/d 2000x 0.15 900+
av. modem  ~15k >1.5m 100x 0.6 180+
av.hrs/day  <.2   >2.5 12x 1.0 36
e-$*M     <$750 >150B 200x 4.0* 800+
tele %U     <0.1% >25% 250x 1.0 250+

NC usage  <0.1  >15 450x 3.0** 1350+* 
3xU*(20%)*5xpages+40 invisible accesses
**increased video/audio/conference gamin g

What will happen over the next 3-4 

years on the Internet

Massive growth of Infrastructure

Major shakeout of ISPs-Merger mania

E-Commerce carrying significant portion 

of cost burden-but major consumer

Major inroads into K through 12 education

30-50 million Americans having access at 

their homes using PCs, NCs, Games, and 

WEB-TVs for information and commerce

Massive displacement or functional 

adjustment of lon g distance carriers
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George Cotter
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George Cotter
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John Toole
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CAPT Bill Gravell

Defensive Information Warfare
(aka)

Information Assurance

The Story So Far...

CAPT Bill Gravell, USN

Joint Staff / J6K

Washington, DC 20318-6000

JO TNI

S T AF FCHI EFS OF

Outline
JO TNI

S T AF FCHI EFS OF

-  When last we met…
-  Since then
-  Now
-  Tomorrow
-  Someday

Requirements drivers forRequirements drivers for
supercomputer technologysupercomputer technology
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When Last We Met...

• Vision had emerged

• Vision was being translated into a 
plan of action

• Aggressive marketing campaign 
was being conducted

JO TNI

S TAFFCHI EFS OF

18

First stage
of a

comprehensive
IW effort

Homeland
is not a

sanctuary

Scope of
information

is
universal

Comprehensive
“National

IW-Defense”

Power
of 

Information
RSA RMA

Assumptions Policy Strategy Operations
Information

is an
element of

national power

Protect
information
systemically
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The IW-D System

Ascertain:
  Nature
  Severity
  Causality
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  Complicity
  etc . . .
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&

Actors
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“Technology” “Intelligence”

“Strategy & Policy” “Roles & Missions”

“Education & Awareness”
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The Beginning

OCT
 ‘94

IW-D Implementation Model

Deter
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Detect
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Economic End-State
Develop the Problem

Translate Ideas into Actions

Promulgate the Message Aggressively

   Write Doctrine
             Focus Education & Training
 Publish Awareness Materials

                                                    Briefings/Speeches/Conferences
                                            Wargames/Exercises
                                    Support Modeling
                            Conduct Studies/Analyses
                    Define Relationships
             Identify Players
     Scope Effort
Identify Issues

Get Everybody Onboard 
the Right Plan
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Since Then

• Growing Congressional Interest/Action
• Cohen/Nunn Hearings (SASC)
• Information Superiority Hearings (HNSC)
• 18/USC 1030 (“NII Protection Act of 1996”)

• Gained Presidential-level Attention
• EO 13010  (15 Jul 1996)

• Defense Science Board Task Force on
 Defensive IW  (25 Nov 1996)

• “Joint Vision 2010”

NATIONAL

MILITARY

JO TNI
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DSB Task Force IW-D 
Recommendations

 1.  Designate an accountable IW focal point (CZAR)
 2.  Organize for IW-D
 3.  Increase awareness
 4.  Assess infrastructure dependencies and vulnerabilities
 5.  Define threat conditions and responses
 6.  Assess IW-D readiness
 7.  “Raise the bar” (with high-payoff, low-cost items)
 8.  8.  Establish a minimum essential information infrastructureEstablish a minimum essential information infrastructure
 9.   9.  Focus the R&DFocus the R&D
10. Staff for success
11. Resolve the legal issues
12. 12. Participate fully in critical infrastructure protectionParticipate fully in critical infrastructure protection
13. Provide the resources
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The Joint Vision:
Emerging Operational Concepts

• The Lens of Information Superiority
• Integrates and Amplifies Four New Operational Concepts:

Enables New Enables New 
Operational Operational 
Capabilities:Capabilities:

• Self-Synchronizing Forces

• Increased Speed of Command

• C4ISR Matched to Combat Power

• Decentralized Empowerment

• Enable Alternative Command 
Structures and Procedures

• Self Adapting and Learning 
Organizations

Now

• JV2010 Implementation Efforts

• Quadrennial Defense Review
–– Strategy - Joint Strategy Review - - - - - -Strategy - Joint Strategy Review - - - - - -

–– Modernization - IA PanelModernization - IA Panel

– Infrastructure

– Readiness

– Force Structure

• President’s Commission on Critical Infrastructure 
Protection
– J-6 role in CIPWG

• Secretary of Defense William Cohen Onboard

{
•• Asymmetric Threats Asymmetric Threats
•• Terrorism Terrorism
•• Vulnerability of Information  Vulnerability of Information 

Processes Processes 
•• Dependency on Infrastructure Dependency on Infrastructure
•• “C4ISR” “C4ISR”

JO TNI
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Defense/Information Assurance

SECDEF

• Participate in national security debate
• Advocate DOD mission support requirements
• Promote team building
• Seek organizational and technological solutions

• Support mission execution
• Harmonize departmental efforts

• CINCs
• Services
• Agencies

• Society
• Industry
• Congress

Other US Gov’t
organizations • Promote collaboration

• Seek jurisdictional agreements

JO TNI
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Tomorrow

• “Information Terrorism”
• Advanced Concept Technology Demonstration (ACTD)  

for Information Assurance
• Maturation of Legal and Regulatory Regimes (?)

Risk Management Study (Summer ‘97)
• Models and Methodologies
• Commercial Approaches
• DoD Applications

Computer Forensics Study (Fall ‘97)
• Concepts for Info-Attack Source identification
• Technology Shortfalls and Opportunities
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Policy: Terrorism (CbT)

•  Informational Considerations Just Now Emerging

– Terrorist use of Information Systems for their intended utility Terrorist use of Information Systems for their intended utility
• Intelligence source
• Propaganda medium
• WWW.CRSP.ORG/PERU/SENDERO.HTML

– Terrorist use of Information Systems to circumvent detection Terrorist use of Information Systems to circumvent detection
• Bulletin boards and cellular phones for C2
• Encryption for privacy

– Attacks against Information Systems themselves Attacks against Information Systems themselves
• Injurious effect achieved by disrupting or disabling critical infrastructures

Automated Intrusion 
Detection Environment ACTD

Internal/External Detection
Sensors (Year 1)

Intrusion detection
Software integrity

Firewalls
VAAP testing

Audit
Network management

Analyzers
Malicious code detection
Other areas and inputs

Display  (Year 1)“Maturing”
Technology
Insertion

(Years 2, 3)

Correlation
(Year 2)

LCC-RCC-GCC
M&S

Warning (Year 1)

Intel     Ops        Comm-           Law
                                 Computer   Enforcement

Integration
Environment

•  Objectives
    -  Answer “Are our systems under attack?”
    -  Demonstrate integrated intrusion detection
       defense in-depth capability

•  Technology
    -  Firewalls, network management, network analyzers,
       auditing, encryption, malicious code detection,
       software integrity and correlation

•  Participants 
    -  STRATCOM(CINC Sponsor) and TRANSCOM
    -  DISA (Lead Agency)
    -  Air Force, Army, Navy, DARPA, DIA, NSA, CIA, 
        DoJ, FBI, AFIWC, Rome Labs and AFOSI

•  Schedule
   -  FY 98 ACTD Candidate
   -  FY 98 start, 3 year duration
        --  Yrs 1 & 2:  Develop integrated environment
                                and correlate sensor outputs 
        --  Yrs 2 & 3:  Insert maturing technology every 6 mos

•  Residuals
    -  Deployed intrusion detection environment
       at up to 30 sites
    -  Links between Intel, Ops, C4I, and LEAs

Joint and Interoperable

JO TNI
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The Legal Setting

•  Domestic:  Law follows technology
• Expresses evolving need of Society and its Institutions

•  International:  Market forces shape relationships
• Global EC/EDI with digital signature, but not confidentiality

• Encryption
 PRIVACYPRIVACY
          Vs.Vs.

    SECURITYSECURITY    

• Risk Management

PERSONAL PERSONAL 

    LOSS    LOSS

PRIVACY PRIVACY 
(ANONYMITY)(ANONYMITY)

Vs.Vs.
ACCOUNTABILITYACCOUNTABILITY

- CONSEQUENTIAL  DAMAGE- CONSEQUENTIAL  DAMAGE
- LIABILITY EXPOSURE- LIABILITY EXPOSURE

Evolution of Core Social Issues:

Someday

In the full bloom of the Information Age:
• Personal freedom and collective security are in socially-accepted balance
• Mature legal/regulatory environment protects/preserves these relationships
• Pivotal role of info technologies in total, National security fully recognized

Deter
“Attack”

Protected
Information
Environment

Detect
“Attack”

Ascertain:
  Nature
  Severity
  Causality
  Sponsorship
  Complicity
  etc . . .

Motives
&

Actors

Response

International
Influence

Perceptions

Restore

Domestic

Civil

Criminal

Military (Force 
& non-force)
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Some Requirements Drivers for 
Leading-edge Computing Technology

• National-level
• Protection Against Information Attack

• Detection
• Compilation / AnalysisCompilation / Analysis
• Warning Dissemination
• Dynamic ResponseDynamic Response

• Military Operations
• Ballistic Missile Defense (Not just of U.S. Territory)
• “Brilliant Sensors”

• Traditional platforms/packages, plus:
• Small/unmanned
• Expendable (?)
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Crisis Management Using 
Geographically-based Integrated 
Decision Support Systems: 
Every Town Hall Needs a 4 Gig Drive 

Paul S. Fischbeck
Department of Engineering and Public Policy

Department of Social and Decision Sciences

Carnegie Mellon University

Pittsburgh, PA  15213-1414

paul.fischbeck@andrew.cmu.edu

412-268-3240

Outline of Talk

u Overview

u Military origins

u GIS systems and data layers

u Integrating optimization software

u RISES

u IISIS 
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Crisis Management

“Communities” face significant and/or 
unexpected risks.  Preventing or mitigating 
these risks is often a complex, multi-
attribute, data-intensive task.

u Natural disasters, accidents, crimes

u Contingency planning, real-time evaluation, 
post-mortem analysis

u Economic, environmental, societal impacts

Information Management

Critical to managing a crisis is managing the 
necessary information 

u Sorting, displaying, and analyzing data

u Integrating different types of data

u Varied sources with different biases and 
reliability compete for the decision maker’s 
attention 

u Overcome cognitive biases with data
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Multi-dimensional Data Display

u What are people familiar with?
– linear file lists

– two-dimensional “desktops”
» maps, graphs, organization charts

– three-dimensional library of  bookshelves
» virtual reality

u How should the data be displayed?
– user defined?

– pr(individual death/yr), # of deaths/yr/city, etc.

Data Display (continued)

u What should be displayed?
– level of detail (reduced-form datasets)

– amplifying information, justification

– pedigree (prove that it should be trusted)

– comparability (“bad” compared to what?)

u How should the data be organized?
– efficiency: minimize steps to find data point

– clarity: minimize getting lost and training
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Data Concerns

u Maintainability
– updates (how often?)

u Reliability and accuracy

u Security
– levels of users: “Who gets to see/change what?”

– “hackers”

– individual confidentiality

– commercial businesses

A Military Beginning: 
USS Carl Vinson (1981-1985)

u Captain Richard Martin

u DARPA and ONR funding

u Technology transfer
– integrate, demonstrate, and evaluate technology 

as it is being developed

– provide rapid transition of proven technology 
into the Navy

– train Navy personnel
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The Problem

u Need for decisive actions:
– “He who hesitates is lost...”

u Uncertainty

u High rate of data flow, large database
– static and dynamic

– qualitative and quantitative

– unfiltered and unanalyzed

u Integrate available optimization algorithms
– search patterns, satellite overflight, data fusion

Research Areas

u Local area networks

u Distributed database management systems

u Human computer interface design

u Real-time decision support systems

u Artifical intelligence
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Systems
u SDMS (Spatial Data Management System)

– tactical database display

u ZOG
– distributed database

– human computer interface

u AirPlan
– AI expert system for air operations

u CAT (Command Action Team)
– AI expert system for threat analysis

SDMS

u CCA (Computer Corporation of America)

u VAX 11/780

u 300 Mb hard drives, 1.2 Mb RAM
– fiber optic link to secure tactical database

u Two integrated laser video discs
– 55,000 photographs

u Interactive graphics display and database
– “driving” the database with a joy stick
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ZOG

u Carnegie Mellon University

u 27 Perq mini computers
– 24 Mb hard drives, 512 k RAM

– 10 meg ethernet network

– three “high speed” laser printers

– integrated laser disks

u Distributed “hypercard” database
– 150,000 frames of information

ZOG Applications

u Long-range planning

u On-line operational checklists

u Weapons elevator maintenance and 
troubleshooting

u Space management

u Virtual ship, virtual organization

u Email



A
lg

or
ith

m
s

A
rchitecture

Language

108

AirPlan

u Carnegie Mellon and ship personnel

u 4 Perq computers using ZOG interface

u Rule-based expert system written in OPS-7

u Real-time analysis of air operations
– background simulation of aircraft flight profile

– depth of analysis varied with workload

– landing priorities, air refueling, divert fields

– quick access to emergency procedures

CAT

u Shipboard personnel

u 4 Perq computers

u Rule-based expert system written in OPS 83

u Threat analysis
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Integration?

u “The James T. Kirk Memorial Bridge”
– three keyboards

– four CRTs

– two mouse pads

u Data communication links
– VAX-HP-Perq-Wang

– security

u Hardware reliability

u Training personnel (input and use)

Other “Communities” Are Now 
Building “Battlefield” Displays

u Hardware/software developments
– geographic information systems (GIS)

u Availability of geographic information
– federal sources

» census data: geographic and demographic

» environmental data

» satellite 

– state and local

u Tactical and strategic decisions
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Geographic Information Systems:
“More than a map”

Geographic objects (points, lines, polygons) 
are an integral part of a database, each can 
have it own set of attributes

u For example, a road segment (a line) ...
– width/length

– traffic flow peak/off-peak

– date last paved

– traffic tickets issued

– garbage truck route identification

Data Layers

u Geographic information is stored in layers
– geographic: rivers, roads, elevation contours

– political: census blocks, voting districts

– social: 911 phone calls, welfare families

u A “workbook” is created by overlaying 
these data layers

u Data is accessed with mouse clicks
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High Speed Computing

Mine Subsidence in Pittsburgh

High Speed Computing

Data Access (Mine subsidence event)
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Integrated GIS DSS

u Simplified interface
– comfortable, understandable

u Tied to other progams
– calculations/optimzation

u ... and other information sources
– text

– web

– graphics

High Speed Computing

DSS for Mine Insurance Decision
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High Speed Computing

DSS for Mine Insurance Decision

High Speed Computing

Subsidence Insurance

Event

Event
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Anticipate Risks

u Use physical and social models to predict 
problems
– physical models alone are not sufficient

– interaction of people with the environment

u Traffic congestion and travel times

u Need for new integrated models

High Speed Computing

Flood Plain
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High Speed Computing

Location of Emergency Services

Need for Integrated Optimization

u Shortest path

u Routing vehicles

u GPS

u Monte Carlo simulation of traffic flows

u What-if analysis

u Reduced-form models for real-time analysis
– neural nets
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Example:  Network Visualization

Shortest Path: (with/without ...)

U

Shippingport

Airport
Ohio Riv

Ohio River Channel

Dashieids Dam

Ohio River

Ohio River

Ohio River
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Travel Times: (Peak and Off-peak)

Peak flow

Off-peak flow

10-minute polygons around the site

High Speed Computing

Shortest Path Analysis:
Time Between Crime and Arrest
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Routing of City Services:
Shortest Path for Garbage Pick-up

Block Watch

Block Watch Effectiveness
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District Analysis (i.e., Zoning, Voting)

Neighborhood Analysis
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Building Footprints:
100 megabyte file

Understanding Local Risks

u Risk equity issues
– effect on property values

u Risk perception
– community assessment

– risk communication

– legal problems

u Selection of mitigation strategies
– which objective function?
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High Speed Computing

Environmental Risk Equity

High Speed Computing

Social Risk Equity (Crime)
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RISES:
Regional Industrial Site Evaluation Systems

u Integrate DSS/GIS

u Analysis of industrial (and other) sites 
– demographic

– environmental

– economic

– transportation

u Internet presence
– Access to other relevant data

Demographic & Economic Analysis

u Description of population 
in the vicinity of a site

u Based on 1990 Census 
data

– Age, education, work force, 
education, etc.

u Graphical display of  the 
information

u Statistical comparison 
across sites

u Market/labor force 
characteristics

u Availability of production 
inputs/outputs
– SIC 

– Warehouses/transportation 
hubs

u Impact of a successful 
siting

u Value of infrastructure 
improvements
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Environmental Analyses

u Preliminary Phase I site assessment
– ASTM standards

– RCRA, CERCLIS, UST, LUST, TRI, etc.

u Transaction Screen Process 

u Historic environmental
– Sanborn

– Site specific data: previous use by SIC
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Production Inputs/Outputs

u List and display suppliers, customers, 
competitors

u Search by 4-digit Standard Industrial 
Classification

u Identify industry clusters, geographically 
target strong markets



A
lg

or
ith

m
s

A
rchitecture

Language

125

Paul Fischbeck

IISIS

u Interactive, intelligent, spatial information 
system for disaster management

u University of Pittsburgh
– Louise K. Comfort, Principal Investigator

– Mark W. Dunn, System Administrator

– Bruce G. Buchanan, Consultant

u Combining GIS displays with expert 
systems and communication over the Web
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IISIS

Oracle
   DB

Remote
   DB

Remote
   DB

Remote
   DB

NT 4.0/
UNIX
Server

City StateCounty

Remote
   DB

FEMA

IISIS Browser

ARC/
INFO

Network Connection to Other IISIS Sites

Logon & submit 
or request info via
CGI script

IISIS

IISIS Browser

Return of Map 
Object (embedded 
in html)

CGI Script
  Action

Return of
 requested data
 

A
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 “X”

(W
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95/N
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PROs

u NT 4.0 is rapidly being adapted as a 
standard in many organizations

u NT WWW Server is easy to 
administer and scripts for proto will 
be easier to develop (less 
programming)

u MapObjects, necessary for multiple 
GIS displays, operates on Win95/NT 
4.0 platforms only

u Cost for NT 4.0 Oracle Server is 
affordable

Platform Issues

CONs

u At present, project has no hardware 
which will meet performance 
demands 

u MapObjects will cost $500-800 to 
implement (aside from training costs 
and time for training)

u Independent of platform issues, 
Oracle Database will be necessary to 
develop working knowledge base
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USER

Browser
(Textual/Forms)

Arc Plot
(graphic)

BBK

Oracle Database

Remote
   DB

Remote
   DB

Remote
   DB

City StateCounty

Remote
   DB

FEMA

Coverage Data

RPC

Oracle SQL/
Embedded AML

Disaster Class
Manager

Class
Library

R
P

C RPC

Dynamic
Disaster Specific
Knowledge Base

BBK - Electronic Blackboard

1. JURISDICTIONAL EMERGENCY PLAN:
    -Goals
    -Objectives
    -Strategies

2. AGENDA FOR ACTION:
    -First Priority
    -Second Priority
    -Third Priority

3. DECISIONS TAKEN:
    -Allocation of Resources
        >Personnel

        >Supplies

        >Equipment

    -Location and Status of Action
    (Interactively Illustrated by Arc Plot)

4. PROBLEMS SOLVED OR STABILIZED

5. EMERGENCY LOG:
    a. Event List
    b. Real-time monitoring (e.g. CAD Systems)
    c. Expectations List
    d. Resource List
    e. Problems List
    f. Clock-Event List
    g. History List

BBK
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High Speed Computing

Responding to an Oil Spill

Conclusions

u Technology transfer from the military

u Need for research and tool development
– data capture and storage

– database design

– display of information

– communication

– expert system development

– reduced-form models and datasets

– uncertainty analysis



A
lg

or
ith

m
s

A
rchitecture

Language

129

Paul Fischbeck

Conclusions (continued)

u Cost of system is critical
– acquisition, maintenance, training

– hardware, software, and data

u Standardize the process so it can be 
replicated

u Develop reduced-form models and datasets

u Build on existing (free) datasets
– socializing the pixel
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Advanced CompuAdvanced Computting Laboratorying Laboratory

Advanced CompuAdvanced Computting Laboratorying Laboratory

Crisis ForecastingCrisis Forecasting

Andy WhiteAndy White
Salishan, ORSalishan, OR
April 22, 1997April 22, 1997

How did all of this How did all of this 
start?start?
Thinking  

Thinking  Machines

Machines

technologytechnology

businessbusiness
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1994: “There is good 1994: “There is good 
news and bad news.”news and bad news.”

• Availability of advanced computing resources has • Availability of advanced computing resources has 
increased a thousand foldincreased a thousand fold

• Dramatic improvements in fidelity of physical • Dramatic improvements in fidelity of physical 
models has been demonstrated (e.g. ocean models)models has been demonstrated (e.g. ocean models)

• New techniques are available (e.g. AMR, e• New techniques are available (e.g. AMR, econvergentconvergent  
schemes, adaptive systems, wavelets)schemes, adaptive systems, wavelets)

• Marketplace and vendor population have declined• Marketplace and vendor population have declined
• Urgency of solving traditional problems has eroded• Urgency of solving traditional problems has eroded

1994 Marketspace1994 Marketspace

                                         1993  1998    
Supercomputers $2.0B $4.0B
High-end systems $0.8B $0.5B

• No room for new (e.g. TMC) or established (e.g. CRI) • No room for new (e.g. TMC) or established (e.g. CRI) 
companies exclusively at the high endcompanies exclusively at the high end

• Commercial success must be achieved• Commercial success must be achieved
within a single hardware generationwithin a single hardware generation

• Focus has been on computing • Focus has been on computing fastfast, not solving problems, not solving problems
• Virtually no interest from the ISVs• Virtually no interest from the ISVs

199199

$380
$380
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Technical Computing Market*

0%

10%

20%

30%

40%

50%

60%
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100%

1994 1995 1996e 1997e 1998e 1999e 2000e

Year

0

500

1000

1500

2000

2500

3000

3500

4000

$
M

Low End Systems
Mid Level Systems
High End Systems
Total Market

* International Data Corporation

Recent Events in Recent Events in 
MarketplaceMarketplace

•• Cray Computer Corporation bankruptCray Computer Corporation bankrupt
•• Convex acquired by HPConvex acquired by HP
•• nCUBE targets video-on-demand marketnCUBE targets video-on-demand market
•• Thinking Machines targets softwareThinking Machines targets software
•• MasPar suspends hardware developmentMasPar suspends hardware development
•• Intel eliminates scientific computing business Intel eliminates scientific computing business 

sectorsector
•• Cray Research acquired by Silicon GraphicsCray Research acquired by Silicon Graphics
•• ECMRWF chooses Fujitsu, NCAR chooses NECECMRWF chooses Fujitsu, NCAR chooses NEC
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1994 Appspace1994 Appspace

• Cold war competition is over• Cold war competition is over
• The arcane and obscure have been our focus • The arcane and obscure have been our focus 

in pastin past
• Predictive modeling and simulation unknown • Predictive modeling and simulation unknown 

• Industry interested in capability, but not • Industry interested in capability, but not 
willing to take risks on hardware time scaleswilling to take risks on hardware time scales

• Software machine slow in emerging• Software machine slow in emerging
• Machines scale down not up• Machines scale down not up
• Half-ass-good solutions, cost one tenth as • Half-ass-good solutions, cost one tenth as 

muchmuch

Conclusions & Future Conclusions & Future 
DirectionsDirections

•• The marketplace must be independent and yet The marketplace must be independent and yet 
we must have a reliable, domestic supply of we must have a reliable, domestic supply of 
high performance computing resourceshigh performance computing resources

•• We should focus on the solution of complex, We should focus on the solution of complex, 
time-critical problems of national importance time-critical problems of national importance 
requiring predictive modeling and simulationrequiring predictive modeling and simulation

•• The applications development cycle must not The applications development cycle must not 
be slaved to the computer system development be slaved to the computer system development 
cyclecycle
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• The marketplace must be independent and yet 
we must have a reliable, domestic supply of 
high performance computing resources

• We should focus on the solution of complex, 
time-critical problems of national importance 
requiring predictive modeling and simulation

• The applications development cycle must not 
be slaved to the computer system development 
cycle

Conclusions & Future Conclusions & Future 
DirectionsDirections

• ASCI & Nirvana Blue• ASCI & Nirvana Blue

• Crisis Forecasting• Crisis Forecasting

• POOMA, PAWS, ...• POOMA, PAWS, ...

Why Crisis Why Crisis 
Forecasting?Forecasting?

• Most challenging modeling and simulation problems • Most challenging modeling and simulation problems 
are time-critical, complex, extrapolatoryare time-critical, complex, extrapolatory

• Affects lives and property• Affects lives and property
• Requires High• Requires Highestest Performance Technology        Performance Technology       

- data assimilation (interactive, multi-modal input)                            - data assimilation (interactive, multi-modal input)                            
- urgency (speed)                                                - urgency (speed)                                                
- fidelity (methods, data verisimilitude, memory)                                - fidelity (methods, data verisimilitude, memory)                                
- information delivery (context agile output) - information delivery (context agile output) 

• Provides a demonstrable, challenging, visceral proof • Provides a demonstrable, challenging, visceral proof 
of predictive modeling and simulationof predictive modeling and simulation
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“For a variety of reasons, ... science and scientists have fallen 
into the habit of separateness ... This separation, which 
reflects both isolation and autonomy, nullifies a great many 
contributions that scientists and engineers can make to our 
larger societal goals.”

Neal Lane, Director, NSF

“If we are to reverse the substantial momentum that lies 
behind proposed cuts in science and technology, we need to 
engage many different communities: the R&D community, the 
industrial community, the education community -- ultimately 
the entire American populace, because they are the ones who 
will suffer the most from these changes.”

Jack Gibbons, Director, OSTP

A Spectrum of A Spectrum of 
PossibilitiesPossibilities

deductivedeductive
inductiveinductive

TheoreticalTheoretical
modelsmodels

empiricalempirical
modelsmodels
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Pick one from column Pick one from column 
A and ...A and ...

WildfireWildfire EpidemiologyEpidemiology

deductivedeductive
inductiveinductive

TheoreticalTheoretical
modelsmodels

empiricalempirical
modelsmodels

WildfireWildfire

• • Examples:Examples:
controlled burns: Kennedy Space Centercontrolled burns: Kennedy Space Center
wildlands: Glenwood Springs, COwildlands: Glenwood Springs, CO
wildland-urban interface: Calabassas Canyon, CAwildland-urban interface: Calabassas Canyon, CA

• • Partners: Partners: 
Forest Service Fire Labs, Los Angeles County Fire Forest Service Fire Labs, Los Angeles County Fire 
Department, Fish and Wildlife, Dynamac, NASA, Department, Fish and Wildlife, Dynamac, NASA, 
Air ForceAir Force

Modeling of wildland fires including weather, fuel Modeling of wildland fires including weather, fuel 
state, combustion, topography, and surveillancestate, combustion, topography, and surveillance
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Codes & Codes & 
InterfacesInterfaces
RAMSRAMS

HIGRADHIGRAD

FIRETECFIRETEC

Codes & Codes & 
InterfacesInterfaces
RAMSRAMS

HIGRADHIGRAD

FIRETECFIRETEC

•• Widely used mesoscale modelWidely used mesoscale model
•• Amalgam of several CSU effortsAmalgam of several CSU efforts
•• Full-physics: precip, clouds, soil, Full-physics: precip, clouds, soil, 

vegetation, radiation, ...vegetation, radiation, ...
•• Nudging, 4D data assimilationNudging, 4D data assimilation
•• Microscoping capabilityMicroscoping capability
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Codes & Codes & 
InterfacesInterfaces
RAMSRAMS

HIGRADHIGRAD

FIRETECFIRETEC
•• New code focused on resolving New code focused on resolving 

solutions with large gradients, not solutions with large gradients, not 
weather phenomenologyweather phenomenology

•• Advection scheme: Advection scheme: ρ>0, ρ>0, monotonemonotone
• • MPIMPI

Codes & Codes & 
InterfacesInterfaces
RAMSRAMS

HIGRADHIGRAD

FIRETECFIRETEC

•• 2d model based on transport 2d model based on transport 
description of dynamics, kineticsdescription of dynamics, kinetics

•• PDF treatment of subgrid-scale PDF treatment of subgrid-scale 
phenomena (scale complexity)phenomena (scale complexity)

•• Coming soon: 3d, radiation, Coming soon: 3d, radiation, 
spotting, crowning, ...spotting, crowning, ...
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Another viewAnother view

MesoscaleMesoscale
weatherweather

Weather &Weather &
fuel statefuel state

Weather Weather 
& fire& fire

Operational Operational 
RequirementsRequirements

SpeedSpeed
• • MerelyMerely predicting the course of a wildfire: 12x  predicting the course of a wildfire: 12x ∆∆tt realreal

• Scenarios for decision making: 720x • Scenarios for decision making: 720x ∆∆tt realreal

• Evaluation of objective function: 8640x • Evaluation of objective function: 8640x ∆∆tt realreal

FidelityFidelity
•• The required resolution is dependent on the The required resolution is dependent on the 

accuracy of the initial, boundary, and in-flight dataaccuracy of the initial, boundary, and in-flight data
•• Missoula Fire Lab tests, Kennedy Space Center and Missoula Fire Lab tests, Kennedy Space Center and 

Los Angeles County controlled burnsLos Angeles County controlled burns
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Epidemiology, Epidemiology, 
InfluenzaInfluenzaPredict the molecular changes in the influenza Predict the molecular changes in the influenza 

virus & and the course of pandemic outbreaksvirus & and the course of pandemic outbreaks

• • DataData
100 sentinel stations world-wide; 150 direct US 100 sentinel stations world-wide; 150 direct US 
reports; 300 human, 200 avian sequencesreports; 300 human, 200 avian sequences

• • Annual EffectsAnnual Effects
$5B in medical costs; $12B in lost productivity; $5B in medical costs; $12B in lost productivity; 
20,000 excess deaths per year20,000 excess deaths per year

• • Extraordinary biological threatsExtraordinary biological threats
natural pandemics, weaponizationnatural pandemics, weaponization

Influenza AInfluenza A

• Characterized by its coat proteins, hemagglutinin • Characterized by its coat proteins, hemagglutinin 
(HA) and neuraminidase (NA)(HA) and neuraminidase (NA)

• Focus is on hemagglutinin• Focus is on hemagglutinin
- mediates binding and fusion of virus to cell- mediates binding and fusion of virus to cell
- principal target of the human immune system- principal target of the human immune system
- HA has 550 amino acids- HA has 550 amino acids

•• Sequence Sequence driftdrift  causes ‘annual’ epidemics in spite of  causes ‘annual’ epidemics in spite of 
vaccines and previous immune responsesvaccines and previous immune responses

• Sequence reassortment causes periodic • Sequence reassortment causes periodic shiftsshifts
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Recent History of Recent History of 
InfluenzaInfluenza

H1N1H1N1

H2N2H2N2

H3N2H3N2

1910 1930 1950 1970 1990

H1N1H1N1

1918 Pandemic

Ecology of InfluenzaEcology of Influenza

viral genomeviral genome
human, avian, ...human, avian, ...

amino acid & amino acid & 
nucleotide sequencesnucleotide sequences

populationpopulation
epidemiologyepidemiology

multigroup, vaccine multigroup, vaccine 
& antiviral drug & antiviral drug 

treatmenttreatment

molecularmolecular
epidemiologyepidemiology
drift prediction,drift prediction,

complexity reductioncomplexity reduction

clinical databaseclinical database
serologyserology

drug resistancedrug resistance
immunologyimmunology
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Ecology of InfluenzaEcology of Influenza

viral genomeviral genome
human, avian, ...human, avian, ...

amino acid & amino acid & 
nucleotide sequencesnucleotide sequences

populationpopulation
epidemiologyepidemiology

multigroup, vaccine multigroup, vaccine 
& antiviral drug & antiviral drug 

treatmenttreatment

molecularmolecular
epidemiologyepidemiology
drift prediction,drift prediction,

complexity reductioncomplexity reduction

clinical databaseclinical database
serologyserology

drug resistancedrug resistance
immunologyimmunology

• Characterized by HA and NA coat proteins
• High natural mutation rate -> drift
• Large natural reservoir of virus
• Interspecies infection and recombination -> shift
• 200 avian sequences, 300 human sequences
• a single 3d structure

Ecology of InfluenzaEcology of Influenza

viral genomeviral genome
human, avian, ...human, avian, ...

amino acid & amino acid & 
nucleotide sequencesnucleotide sequences

populationpopulation
epidemiologyepidemiology

multigroup, vaccine multigroup, vaccine 
& antiviral drug & antiviral drug 

treatmenttreatment

molecularmolecular
epidemiologyepidemiology
drift prediction,drift prediction,

complexity reductioncomplexity reduction

clinical databaseclinical database
serologyserology

drug resistancedrug resistance
immunologyimmunology

• Highly infectious, airborne virus
• Epidemics routinely cause thousands of excess deaths in U.S.
• Pandemic periodically cause millions of deaths worldwide
• Vaccination confers only short-term immunity
• 100 reporting sites world-wide
• 150 domestic reporting sites
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Ecology of InfluenzaEcology of Influenza

viral genomeviral genome
human, avian, ...human, avian, ...

amino acid & amino acid & 
nucleotide sequencesnucleotide sequences

populationpopulation
epidemiologyepidemiology

multigroup, vaccine multigroup, vaccine 
& antiviral drug & antiviral drug 

treatmenttreatment

molecularmolecular
epidemiologyepidemiology
drift prediction,drift prediction,

complexity reductioncomplexity reduction

clinical databaseclinical database
serologyserology

drug resistancedrug resistance
immunologyimmunology

•• Elucidate the basic phylogeny of the influenza A Elucidate the basic phylogeny of the influenza A 
virus.virus.

•• Construct a low-dimensional space in which to Construct a low-dimensional space in which to 
characterize temporal sequence changes.characterize temporal sequence changes.

•• Determine the requirement for additional 3d viral Determine the requirement for additional 3d viral 
structure data.structure data.

•• Model the drift trajectory of the virus.Model the drift trajectory of the virus.

Ecology of InfluenzaEcology of Influenza

viral genomeviral genome
human, avian, ...human, avian, ...

amino acid & amino acid & 
nucleotide sequencesnucleotide sequences

populationpopulation
epidemiologyepidemiology

multigroup, vaccine multigroup, vaccine 
& antiviral drug & antiviral drug 

treatmenttreatment

molecularmolecular
epidemiologyepidemiology
drift prediction,drift prediction,

complexity reductioncomplexity reduction

clinical databaseclinical database
serologyserology

drug resistancedrug resistance
immunologyimmunology

•• Construct a multigroup, probabilistic model of influenza Construct a multigroup, probabilistic model of influenza 
epidemiology which includes:epidemiology which includes:
- standard SIR rate models- standard SIR rate models
- spatial effects- spatial effects
- immunological history and vaccination- immunological history and vaccination
- anti-viral drug treatment & resistance- anti-viral drug treatment & resistance

•• Construct an ecological model to elucidate the Construct an ecological model to elucidate the 
immunological pressure which leads to mutagenic immunological pressure which leads to mutagenic 
anisotropy in influenzaanisotropy in influenza
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Taxonomy for Taxonomy for 
Predictive Modeling & Predictive Modeling & 

SimulationSimulation
DESIGNDESIGN: : Able to control solution space and thus Able to control solution space and thus 
maximize stability & use of interpolatory simulationsmaximize stability & use of interpolatory simulations

PROCESSPROCESS: : Unable to control solution space (“take Unable to control solution space (“take 
what you get”) and thus may be in unstable regions or what you get”) and thus may be in unstable regions or 
outside envelope of experimentsoutside envelope of experiments

TRANSITIONTRANSITION: : By definition in an unstable region of By definition in an unstable region of 
problem space, likely with little or no prior dataproblem space, likely with little or no prior data
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4/29/97 1Computer Crimes Division, NASA OIG

Computer Crimes - 1997

Computer Crimes 
&

Internet Security

Overview
u Computer intrusions via the Internet

u Tools and techniques used by offenders

u Internet security basics

u Legal, Policy, other initiatives 

u Future challenges
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The NASA OIG
u So why are we here?

u We’re users/defenders of the technologies that 
you develop

u We’re natural allies on this issue

u Technology is public treasure . . . merits 
protection

What Is The OIG Mission?
u Ensure programmatic & systemic integrity 

of NASA
» Authority: Public Law 95-452, as amended

u Mission is executed through a staff of 
» Auditors (ounce of prevention function)

» Inspectors (ounce of prevention function)

» Investigators (ounce of prevention and pound of 
cure function)

u Oversight (forward & backward looking)
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 Computer Crimes Personnel

u Posted at each NASA Center

u Trained and equipped to deal with cyber 
crimes

u We can “Email” you a roster

The Computer Crimes Division

u Investigates criminal intrusions into NASA’s 
networks

» Types: Internet (packet based)

» CBX (circuit switched)

» Spacecraft command & control

u Promotes awareness

u Supports criminal investigations of other matters
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Computers & Crimes
u Computers can be used as ...

u Instruments in the commission of crimes 
» Books & records analogy

u Storage devices 
» Electronic dead drops analogy

u Weapons 
» Tools to attack electronics sites

We’ll Focus On Weapons

u Using computers to attack networks 
» Overview of  intrusions issue

» Types of systems usually exploited

u Types of crimes involved . . .
» Industrial Espionage

» Theft

» Extortion

» Denial of service
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s External attacks on NASA . . .
– Mayhem via the Internet . . .

» Denial of service attacks against NASA

» Attacking corporate America from NASA 

» Competitors using a NASA domain to attack each other

s Example: extortion  . . . $500K via the Internet
» Disabling networks and sending threatening messages to 

NASA

Case Examples

Case Examples

s Insider Schemes . . .
– Combined schemes via CBX’s & Internet

s Trade secret fraud

s Voice mail fraud

s Attacking external sites from NASA

u Traditional contract fraud via the Internet...
– Bribery, trade secret, and contract fraud by the 

Internet: $500 Million
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Part I.  

Computer Intrusions 
and the Internet 

Internet “Axioms”

u What you “touch electronically, touches you”

u The Internet is “non-contextual”

» Who is behind the terminal?

» Understanding issues

» Example given…contextual versus non-contextual
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Analogies

u These are general crimes in an electronic 
environment . . .

» Analogies: murder, rape, robbery, fraud

u Murder or Mayhem= a denial of service 
attack

Analogies

u “Theft”=industrial espionage (example cited)

u “Fraud”=use of the Internet to execute a 
fraudulent scheme

» Examples cited
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Nature of attacks

u Automated

u Varied

u Often exploit default configurations of 
operating systems

u Attack signatures (description provided)

Types of intruders …

u Sophisticated intruder...
» Works alone or with trusted ring

» Develops hacking tools

» Uses them 

» Distributes them (floods Internet...deception tactic)

u “Lamer” or cookbook intruder...
» Gathers automated tools from “Net”

» Uses them
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Part II :

Some Tools and Techniques

Examples: Tools

u Scanner software
» Looks for vulnerabilities on networks

» SATAN (is an example of this)

u Web daemon exploits
» Exploits default or common configurations
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Examples: Tools

u Internet Packet Filters aka “sniffers”
» Passive tools to capture network traffic

u Password crackers
» Tool to decrypt password files

u Spoofers
» Tools to masquerade as other users with

Examples: Tools
u Nukers

» Tools to destroy system log trails with (evidence)

u Anonymous Remailers
» Can cause business problems

» Masks attacks

u Steganography
» Graphics encryption…electronic dead drops

» Industrial espionage issue
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Sample Attack Sequence

u Scans for vulnerabilities

u Executes a tool to get user or root access

u Plants “trojan” tools to permit hidden, future 
access

u Obscures access trails

u Attack or collect on other targets

4/29/97 20

Intruder's
Box

Tool 
Stash Site

Launching
Point

(Someone's 
Machine)

Victim
Sites

Proceeds
Stash Site

A Standard Attack Pattern
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AttackerMail Server

Message 1

Message 2

Message  3

Message  N

A Denial Of Service Attack

Denial of Service Attacks

u Some take the form of “choking” victim 
machines as depicted on the previous slide

» Sending endless “pings” to a server

» Scripting routines that constantly access large files

u SYN Flood Attacks

» “Triple handshake” exploitation
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Part III :

  Internet Security Basics

Why Does This Happen?

u Challenges posed by Internet
 

u Struggle between “openness versus 
security”

u TCP/IP network systems are designed to 
promote openness
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What’s The Point?
u Internet security work is “never done”

u It is a process of adding and managing 
“layers” of security

u Many folks think of this area from one or 
two points of view . . .

» Firewalls

» Controlling users

» Controlling modem deployment

There’s Much More Involved
u Training

» Awareness training for users 
u re threats/exploitations

» Security training for system administrators
u What to do and how to do it

» Legal and policy training for all employees
u Includes all persons using NASA funded systems

u Detection and response mechanisms
» Automated incident detection tools

» Coordinated incident response mechanisms
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There’s More Involved . . .

u Integrated policies
» What should and shouldn’t be out on Internet servers?

» Need for banners that address 4th amendment issue

u Integrated software/hardware solutions
» In terms of network monitoring tools

Part IV:

Legal Issues

Policy and other initiatives



A
lg

or
ith

m
s

A
rchitecture

Language

162

To Grapple With All Of This ...

u Government had a choice . . .

u Go back through entire US federal code & 
modify it . . .

u Or . . . try to capture all concerns in one or 
more new federal laws

First Problem:
Legal Definition Of “Computer”

u Broad enough to include your . . .

» Wristwatch . . .

» The chip in your microwave 
oven . . .

u The Justice Department worked with 
Congress on “reasonable” language 
for statutes
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Federal Laws

u 18 USC 1029
» “Fraud and related activity in connection with 

access devices”
u Stolen password file counts as access device

u 18 USC 1030
» “Fraud and related activity in connection with 

computers”

Federal Laws
u 18 USC 1831-39

» The Economic Espionage Act of 1996

u 42 USC 2000
» The Privacy Protection Act

u 18 USC 2511
» The Federal Wiretapping Statute

u Exempts system administrators from prosecution if they 
monitor their systems for “auditing or security” purposes
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Federal Laws

u 18 USC 2701-10
» “Stored wire and electronic communications and 

transactional records access”
u Search warrant needed for unopened Email less than 180 

days old

u Opened Email (stored)is no longer Email

u Civil liability
» Built into most of these laws

» Court orders required for many things they are not 
required for under “normal” law

(18 USC 1030)(18 USC 1030)

Example:

The Computer Fraud 
and Abuse Act
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Example: 18 USC 1030

u 1030 (a) (1) = 
Makes “computer espionage” a felony

u 1030 (a) (2) = 
Says accessing without authority or exceeding 
authority on a computer

» Is a felony

» “protected computer” vs. “federal interest computer”
u Former is now operative language…covers financial institutions, etc.

» Use in interstate or foreign communications

Example: 18 USC 1030

u 1030 (a) (3) = 
Is the trepass provision . . .

» “non-public” vs. “public” access of a machine

» Web server example given

u 1030 (a) (4) = 
The fraud provision . . .

» Use of computer time: felony
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Example: 18 USC 1030

u 1030 (a) (5) = 
The damages provision . . .

» Targets breakins by outsiders

» Felony

» Keep track of costs to fix system…Damages!

u 1030 (a) (6) = 
Exceeding authorized access provision

» Targets inside offenders

Example: 18 USC 1030

u 1030 (a) (7) = 
The extortion provision . . .

» Designed to protect system administrators & owners

» Felony
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Economic Espionage Act of 1996

u 18 USC 1831 = 
» Covers foreign power involvement/benefit

u 18 USC 1832 = 
» Covers interstate, foreign commerce, or benefit for 

someone other than the owner

Economic Espionage Act of 1996

u What’s a trade secret?
» Something “not known”…doesn’t have to be “new”

» Patents generally = “new”

u Have to show harm to the owner . . .
» Knowledge it will cause harm by the offender

» Must truly be a secret

» Financial harm must be demonstrated
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Economic Espionage Act of 1996

u Designed to protect corporate America
» law not written with idea that Government could be 

a victim

u NASA could be an exception . . .
» Holding the trade secrets of companies (on servers !(?) )

» “Novating” of NASA inventions into trade secrets 
by firms

» Partnerships, alliances, and teaming issues

Solution To Legal Issues

u International agreements
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Part V:

Future Challenges

Encryption
u Public-Private Key Cryptography

» Almost absolute privacy possible for the contents of 
stored electronic communications (18 USC 2703)

» Never envisioned by founding fathers

» Legal issues raised . . .4th Amendment

u Encryption infrastructure issues
» Transnational storage issues (Examples given)

» National key management infrastructure

» Sheathed key proposal (Example given)

» Data recovery will drive issue (business example cited)
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Encryption . . .

u Some legal issues with encryption .  .  .
» How you “lock up” a document has nothing to do 

with it’s discoverability under the law

u “Act of production immunity”
» Needed WHEN the ACT of production is BOTH

testimonial AND incriminating
u Compelling passwords/keys

u Steganography. . . issues with

Melding Of Technologies

u Integration will present challenges

u E.G. . . . Internet type capabilities with . . .
» Command, Control, and Communications with air/

spacecraft

» Cable TV

» Banking

» Audio/visual telephony

» Personel satellite operations
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Other Issues

u Truly “remote” perpetration of crimes
» Examples cited

u Some contend that next release of IP will 
have an “unbreakable” encrypted stack . . .

» All problems cited earlier will “go away”, (!) (?) 

u History has shown us that the “secrets” of 
technological advances are the most 
ephemeral of all 

“Washington” Initiatives
u Critical Infrastructure Protection Commission

u Infrastructure Protection Task Force

u INFOTECH Training Working Group

u Internet Guidelines Working Group

u International efforts…multiple agencies
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Other Initiatives

u Departmental/Agency Programs

» NASA OIG
» Air Force OSI

» FBI

» IRS CID/Inspections

» Secret Service

Want More Information?

u Computer Crimes Division
NASA Office of Inspector General
300 E Street, Southwest
Washington, DC 20546

u Tom Talleur: (202)-358-2587 
» Email: thomas.talleur@hq.nasa.gov

u Steve Nesbitt:(202)-358-2576
» Email: steve.nesbitt@hq.nasa.gov
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Jeffrey Ritter

Defining the Rules of the Net

uu The compelling force of greedThe compelling force of greed

uu The architecture of rule-making for the NetThe architecture of rule-making for the Net

uu The visions and lessons of self-governance The visions and lessons of self-governance 
(so far)(so far)

uu Recommended strategiesRecommended strategies

Defining the Rules of the Net:
The Visions and Lessons of 

Self-Governance

Jeffrey B. RitterJeffrey B. Ritter

Director, ECLIPSDirector, ECLIPS

Ohio Supercomputer CenterOhio Supercomputer Center

www.osc.edu/eclipswww.osc.edu/eclips
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The Compelling Force of 
Greed-Why we make rules

uu Protection of Property AssetsProtection of Property Assets

uu Protection of Competitive AdvantageProtection of Competitive Advantage

uu Protection of CommunitiesProtection of Communities

Realities of the Net

uu Networks, including the Net, are defined by Networks, including the Net, are defined by 
their rules.their rules.
–– technical rulestechnical rules

–– process rulesprocess rules

–– dispute resolutiondispute resolution
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Jeffrey Ritter

Realities of the Net

uu Networks, including the Net, are defined by Networks, including the Net, are defined by 
their rules.their rules.

uu Information is emerging as a new species of Information is emerging as a new species of 
property.property.

Realities of the Net

uu Networks, including the Net, are defined by Networks, including the Net, are defined by 
their rules.their rules.

uu Information is emerging as a new species of Information is emerging as a new species of 
property.property.

We will create rules for the NetWe will create rules for the Net
to protect the value of to protect the value of 
our information assets.our information assets.
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How will we make the rules?

uu Who is “we”?Who is “we”?

uu For what space?For what space?

uu What are rules?What are rules?

Rules--Controlling Assumptions

uu He who makes the rules wins.He who makes the rules wins.

uu To be free, we must regulate the Net.To be free, we must regulate the Net.

uu The rules will be driven by the commercial The rules will be driven by the commercial 
requirement for adequate returns on requirement for adequate returns on 
investment.investment.
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Jeffrey Ritter

Physical TransmissionPhysical Transmission
MediaMedia

Architecture for Global Standards ProcessArchitecture for Global Standards Process

Physical TransmissionPhysical Transmission
MediaMedia

Architecture for Global Standards ProcessArchitecture for Global Standards Process

InformationInformation
Distribution SystemDistribution System
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Physical TransmissionPhysical Transmission
MediaMedia

InformationInformation
Distribution SystemDistribution System

Architecture for Global Standards ProcessArchitecture for Global Standards Process

             Applications             Applications
             Software             Software
           Databases           Databases

Physical TransmissionPhysical Transmission
MediaMedia

InformationInformation
Distribution SystemDistribution System

ApplicationsApplications
SoftwareSoftware
DatabasesDatabases

Architecture for Global Standards ProcessArchitecture for Global Standards Process

Legal FrameworkLegal Framework
Business and SocialBusiness and Social

ValuesValues



A
lg

or
ith

m
s

A
rchitecture

Language

209

Jeffrey Ritter

Physical TransmissionPhysical Transmission
MediaMedia

InformationInformation
Distribution SystemDistribution System

ApplicationsApplications
SoftwareSoftware
DatabasesDatabases

Architecture for Global Standards ProcessArchitecture for Global Standards Process

Legal FrameworkLegal Framework
Business and SocialBusiness and Social

ValuesValues

Requisitions forRequisitions for
StandardsStandards GovernmentGovernment

StandardsStandards
OrganizationsOrganizations

ForaFora Individuals/companyIndividuals/company

Physical TransmissionPhysical Transmission
MediaMedia

InformationInformation
Distribution SystemDistribution System

ApplicationsApplications
SoftwareSoftware
DatabasesDatabases

Architecture for Global Standards ProcessArchitecture for Global Standards Process

Legal FrameworkLegal Framework
Business and SocialBusiness and Social

ValuesValues

Requisitions forRequisitions for
StandardsStandards GovernmentGovernment

StandardsStandards
OrganizationsOrganizations

ForaFora Individuals/companyIndividuals/company

Demand forDemand for
StandardizationStandardization
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Physical TransmissionPhysical Transmission
MediaMedia

InformationInformation
Distribution SystemDistribution System

ApplicationsApplications
SoftwareSoftware
DatabasesDatabases

Architecture for Global Standards ProcessArchitecture for Global Standards Process

Legal FrameworkLegal Framework
Business and SocialBusiness and Social

ValuesValues

Requisitions forRequisitions for
StandardsStandards GovernmentGovernment

StandardsStandards
OrganizationsOrganizations

ForaFora Individuals/companyIndividuals/company

Reliance uponReliance upon
de jure venuesde jure venues

Physical TransmissionPhysical Transmission
MediaMedia

InformationInformation
Distribution SystemDistribution System

ApplicationsApplications
SoftwareSoftware
DatabasesDatabases

Architecture for Global Standards ProcessArchitecture for Global Standards Process

Legal FrameworkLegal Framework
Business and SocialBusiness and Social

ValuesValues

Requisitions forRequisitions for
StandardsStandards GovernmentGovernment

StandardsStandards
OrganizationsOrganizations

ForaFora Individuals/companyIndividuals/company

Market NeedsMarket Needs

De facto standardsDe facto standards

Voluntary standardsVoluntary standards

Public standardsPublic standards

Mandatory standardsMandatory standards
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Jeffrey Ritter

Physical TransmissionPhysical Transmission
MediaMedia

InformationInformation
Distribution SystemDistribution System

ApplicationsApplications
SoftwareSoftware
DatabasesDatabases

Architecture for Global Standards ProcessArchitecture for Global Standards Process

Legal FrameworkLegal Framework
Business and SocialBusiness and Social

ValuesValues

Requisitions forRequisitions for
StandardsStandards GovernmentGovernment

StandardsStandards
OrganizationsOrganizations

ForaFora Individuals/companyIndividuals/company

Where do we makeWhere do we make
laws and regulations?laws and regulations?

How?How?

Physical TransmissionPhysical Transmission
MediaMedia

InformationInformation
Distribution SystemDistribution System

ApplicationsApplications
SoftwareSoftware
DatabasesDatabases

Where do we make laws?  How? Where do we make laws?  How? 

Legal FrameworkLegal Framework
Business and SocialBusiness and Social

ValuesValues

Requisitions forRequisitions for
StandardsStandards GovernmentGovernment

StandardsStandards
OrganizationsOrganizations

ForaFora Individuals/companyIndividuals/company

Traditional ConclusionTraditional Conclusion

••LegislativeLegislative
••ExecutiveExecutive
••AdministrativeAdministrative
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Physical TransmissionPhysical Transmission
MediaMedia

InformationInformation
Distribution SystemDistribution System

ApplicationsApplications
SoftwareSoftware
DatabasesDatabases

Where do we make laws?  How?Where do we make laws?  How?

Legal FrameworkLegal Framework
Business and SocialBusiness and Social

ValuesValues

Requisitions forRequisitions for
StandardsStandards GovernmentGovernment

StandardsStandards
OrganizationsOrganizations

ForaFora Individuals/companyIndividuals/company

The Reality of the Net =The Reality of the Net =
The Same Curve!!The Same Curve!!

•• Defies existing perceptions Defies existing perceptions
•• Contradicts governance models Contradicts governance models
•• Burdens those who develop  Burdens those who develop 
   the standards   the standards

Some difficult realities

uu Unlike the sea or space, the Net directly Unlike the sea or space, the Net directly 
challenges the vulnerabilities of constituents challenges the vulnerabilities of constituents 
for which government is often the only for which government is often the only 
champion:champion:
–– consumersconsumers

–– children/students/educationchildren/students/education

–– small to medium-sized enterprisessmall to medium-sized enterprises
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Jeffrey Ritter

Some difficult realities

uu Governments (fueled by the press) overreact Governments (fueled by the press) overreact 
to “market failure” in standards to “market failure” in standards 
developmentdevelopment

uu Governments retain “veto power” over the Governments retain “veto power” over the 
results of self-regulationresults of self-regulation

uu Standards development (including self-Standards development (including self-
regulation) is capital intensiveregulation) is capital intensive

The Consequences for 
Law-Making

uu No “safe-harbors” readily provided for the No “safe-harbors” readily provided for the 
results.results.

uu No predictability for returns on investments.No predictability for returns on investments.

uu Reactive vs. pro-active attitudes among Reactive vs. pro-active attitudes among 
management and developers.management and developers.
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The Consequences for 
Law-Making

uu No “safe-harbors” readily provided for the No “safe-harbors” readily provided for the 
results.results.

uu No predictability for returns on investments.No predictability for returns on investments.

uu Reactive vs. pro-active attitudes among Reactive vs. pro-active attitudes among 
management and developers.management and developers.

Diminished realization of returns and extraordinaryDiminished realization of returns and extraordinary
costs for acquiring proprietary advantages costs for acquiring proprietary advantages 
in the final layer of the standards infrastructure.in the final layer of the standards infrastructure.

Essential Strategies

uu Must encourage governments to defer the Must encourage governments to defer the 
exercise of inherent jurisdictionexercise of inherent jurisdiction

uu Must empower standards development to Must empower standards development to 
embrace the complete architectureembrace the complete architecture

uu Must deliver methodologies for developing Must deliver methodologies for developing 
accelerated solutions for implementationaccelerated solutions for implementation
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Jeffrey Ritter

Deferral of Jurisdiction

uu For electronic commerce, regulatory and For electronic commerce, regulatory and 
executive sectors are prepared to defer:executive sectors are prepared to defer:
–– US--Magaziner paperUS--Magaziner paper

–– JapanJapan

–– European UnionEuropean Union

–– Australia (content regulation)Australia (content regulation)

Embrace the full architecture

uu The gap between law and technology will The gap between law and technology will 
diminish (and is diminishing).diminish (and is diminishing).

uu Law and policy venues are committing to Law and policy venues are committing to 
technology-informed processes.technology-informed processes.

uu Private sector is experimenting with self-Private sector is experimenting with self-
governance.governance.
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Deliver the 
Methodologies of Governance
uu Must develop and disseminate effective Must develop and disseminate effective 

models for solutions process:models for solutions process:
–– market-drivenmarket-driven

–– agileagile

–– inclusiveinclusive

–– globalglobal

Deliver the 
Methodologies of Governance
uu Must embrace an international view--Must embrace an international view--

government must be considered in the government must be considered in the 
process and brought to the table.process and brought to the table.
–– technology standards have consequences for technology standards have consequences for 

national and international policies.national and international policies.
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Jeffrey Ritter

Deliver the 
Methodologies of Governance
uu Must empower the value of informed Must empower the value of informed 

choices among:choices among:
–– model agreementsmodel agreements

–– mniform codes of conductmniform codes of conduct

–– statements of best practicesstatements of best practices

–– icon-based community-entryicon-based community-entry

uu Must promote ‘safe harbors’ for deferral of Must promote ‘safe harbors’ for deferral of 
government jurisdiction.government jurisdiction.

Some portending 
consequences

uu Private sector funding of rulemaking will Private sector funding of rulemaking will 
enhance TNO’s challenge to the nation-enhance TNO’s challenge to the nation-
state.state.

uu Bruce Sterling was right--the private sector Bruce Sterling was right--the private sector 
will design enforcement power into its rules will design enforcement power into its rules 
(and the new technologies).(and the new technologies).

uu Diversity will undermine the consensus Diversity will undermine the consensus 
required for maximum security required for maximum security 
effectiveness.effectiveness.
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Some portending 
consequences

The U.S. will not be able to control the policy The U.S. will not be able to control the policy 
momentum of Europe and Asia, putting at momentum of Europe and Asia, putting at 
risk:risk:
–– commercial interestscommercial interests

–– military security and managementmilitary security and management

–– privacy of the individualprivacy of the individual
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Deirdre Mulligan

Privacy in the Digital Age
Deirdre Mulligan

At its core, the Digital Age represents a dramatic shift in computing and communication power. The
decentralized, open nature of the network coupled, with an emphasis on user control over informa-
tion, are central to achieving the First Amendment potential of the Internet. Through interactive
technology, individuals today can enjoy a heretofore unknown ability to exercise First Amendment
freedoms. Access to the Internet empowers individuals with an enormous capacity to speak and be
heard, and listen and learn. The development of filtering and blocking devices that empower indi-
viduals to control the inflow of information gives new meaning to the core First Amendment prin-
ciple that individuals should determine the ideas and beliefs deserving of expression, consideration
and adherence.1

However, at this moment the impact of the Digital Age on individual privacy remains an open
question. Will the Digital Age be a period in which individuals lose all control over personal infor-
mation? Or does the Digital Age offer a renewed opportunity for privacy? The development of
technologies that empower individuals to control the collection and use of personal information and
communications - such as encryption, and anonymous remailers, web browsers and payment systems
- are inspiring examples of the privacy-enhancing possibilities of interactive technology. However,
we believe that the architecture of the Internet must be designed to advance individual privacy by
facilitating individual control over personal information.

The rise of technologies that empower users of interactive communications media to affirmatively
express control over personal information can fundamentally shift the balance of power between the
individual and those seeking information. CDT believes this technological shift is possible and
necessary, and offers us an unprecedented opportunity to advance individual privacy. However, this
shift will occur if interactive media is harnessed to advance individual privacy.

Rather than responding to the very real risks posed by new technology with the Luddite-call of
“smash the machine,” we are calling for a reversal of the technological status quo by demanding that
technology be designed to empower people. We should seize the opportunity to vest individuals with
the information and tools to express their desire for privacy in clear and effective ways, and by
having those desires acknowledged by information users, we can advance privacy. We believe that
this post-Luddite approach will reinvigorate individual privacy in the Digital Age.

While strengthening existing laws, such as the Fair Credit Reporting Act and the Right to Financial
Privacy Act, and enacting legislation to protect health records, are crucial to protecting individual
privacy, individual empowerment technologies offer a powerful method of implementing the core
principle of individual control where current gaps and weaknesses leave individual privacy vulner-
able. We believe that user controlled technologies that enable individuals to protect the privacy of
their communications and personal information, offer an unprecedented opportunity to extend real
protections for individual privacy around the world.

1See Turner Broadcasting Syste. Inc. v. FCC, 114 S. Ct. 2445, 2458 (1994)
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Art Hale

The TFLOPS Era is Here

Art Hale

Sandia National Laboratories
April 24, 1997
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TFLOPS Culminates 50 Years of 
Supercomputing

ENIAC

Cray 1

ASCI 1 TFLOPS

Intel Delta Cray T90

Paragon 150

Cray C90

Cray XMP4

Cray YMP8

CDC 6600

CDC 7600
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In The Beginning of MPP

“Parallel machines are hard to program and we 
should make them even harder – to keep the riff-raff 
off them.” ... an expert

“Conversion of any code to parallel takes a few 
weeks, perhaps longer.” ... a manager

“Massively Parallel machines are generally 
considered to be hard to program special-purpose 
engines, but the nCUBE is different.” ... a salesman

What’s the difference between a 
computer salesman and a used-
car salesman? 

The used-car salesman knows 
when he’s lying.” 

... anonymous
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Art Hale

Heyday of MPP Competition

On speed:
“The nCUBE 2 supercomputers are the fastest computing systems 

available today.” nCUBE brochure, 11/91
“The Touchstone Delta system is the world’s fastest production 

computer.” Intel brochure, 11/91

On Popularity:
“CM systems are the most popular parallel supercomputers in the 

world.” TMC document, 11/91
“The iPSC/860 has become the most widely used parallel 

supercomputer in the world.” Intel brochure, 11/91

On the Future:
“The CM-5 incorporates the first parallel supercomputer 

architecture that scales to TeraFlops.” TMC document, 11/91
“Intel is the first to offer a proven technology path to take you to 

TeraFlops.” Intel brochure, 11/91

There are three rules for 
programming parallel 
computers. 

We just don’t know what 
they are yet.

Gary Montry



A
lg

or
ith

m
s

A
rchitecture

Language

224

Rules of Parallel Programming?

1) Focus on Scalability
2) Refer to Rule #1
3) Refer to Rule #2

Integrate Distributed Computing

Specialized servers and services
Closely integrated “system image”

other
connections

Compute
Node

Compute
Node

Compute
Node

Service 
Node

Compute
Node

Compute
Node

Compute
Node

Boot 
Node

I/O
Nodes Compute Nodes

Service 
Nodes

…
…

…
…

…
…

… … … …

Tapes

Ethernet

ATM

Ethernet 
Node

Compute
Node

Compute
Node

Compute
Node

Boot RAID

Node 
Station

Operator(s)

PCI 
Node

PCI 
Node

PCI 
Node

PCI 
Node

PCI 
Node

EaglesKestrelsEagles Kestrels

HiPPI

 I/O Nodes

 System

Service 
Node

Service 
Node

Plane B
Plane A
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Balance Communication/Computation

Peak
(sustainable) Uni-

Directional
Bandwidth

Peak
(sustainable)
Bi-Directional

Bandwidth

Z

Y

X

Node 1Node 1

Node 2Node 2

800 MB/sec
(800)

800 MB/sec
(700)

533 MB/sec
(500)

Node 1Node 1

Node 2Node 2

Node 1Node 1

Node 2Node 2
Node 1Node 1

Node 2Node 2

400 MB/sec
(400)

400 MB/sec
(360)

400 MB/sec
(360)

Two Nodes on each
Kestrel Board

MRCs
A

B

NICs

Scalable Operating System

SSDSSD

SSD / SNLSSD / SNL

SNLSNL

Control LWP

Data LWP

Sandia Added Value
Compute Nodes

User Program

Run-Time
Libraries

      PCTs

NXNX

MPI

LWK

QK

POST-POST-
MONMON

P F SP F S
Scalable
Services

Control LWP

Data LWP

Service  and I/O Nodes

User Program(s) & Services

ToolsTools
PartitionPartition

 Management Management

O S F / 1

PostMonPostMonP F SP F S

MachMach

DeviceDevice
DriversDrivers

N XN X
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Build In Scalable RAS Features

Services / System Services / Cabinet

Node
Station

Secondary Network

M R S

X to next cabinets

To other cabinets

Plane A Plane B

Y

Z

Y

JTAG, Health
Serial Ports

ICF Clock

P S B
Terminal

Concentrator

Plane A Plane B

Y

Z

Y

JTAG, Health
Serial Ports

Plane A Plane B

Y

Z

Y

JTAG, Health
Serial Ports

Plane A Plane B

Y

Z

Y

JTAG, Health
Serial Ports

Y to next row
Back-Up

Clock

Back-Up

P S B

Terminal
Concentrator

P S B

Terminal
Concentrator

P S B

Terminal
Concentrator

Clock
Configured as

Master

Hub

Scalable Administration

Patch Support Boards
one per cardcage Terminal

Concentrator
 one per cardcage

PSBnet

Node
Station

one per system
(+spare)

Node

HW 
access
and
control

• BIOS & microkernel
consoles

• OS debugging
• Diagnostics

Operator
Station

. . .
• HW, environmental status and control
• Continuous monitoring for HW
errors/failures

• Consolidate errors/failures into faults
• Notify Node Station of faults
• Local fault recovery
• Local inventory

• Platform administration single
focal point

• Gatekeeper of platform functions
• Global coordination of recovery
• Recovery policy administrator

Centralized Platform
Management

• External workstation
• Initial install
• Configuration
• Operator interactionEthernet

Node Maintenance
Ports,
Node Station to
node SW

Node
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Scale Applications

Materials
• electronic structure (BANDPW)
• quantum chemistry (QUEST)
• MD for molecules (ParBond)
• MD for metals (ParaDyn)

• grain growth evolution (PGG)
• gas separation and adsorption
• GCMD for diffusion 
• Quantum Monte Carlo
• Hartree Fock Methods
• electron microscopy (PMC)

Signal and Image Processing
• SAR image simulation (SRIM)
• radar signatures (XPATCH)
• phase gradient autofocus (PGA)
• seismic modeling
• acoustic beam formation for ASW
• magnetic resonance imaging

Engineering Simulations
• shock physics (PCTH)
• low density flows (DSMC)
• chemically reacting flows (SALSA)
• structural mechanics

• integrated shock/structures 
(ALEGRA)

• combustion
• inverse scattering for 

semiconductor manufacturing
• ocean modeling
• electromagnetism
• aerodynamics
• integrated thermal/solid mechanics 

(DELTA)

Information Processing
• cryptanalysis
• tracking and correlating

“When you come to a fork in the 
road – take it.”

Yogi Berra
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Some Future Challenges

• Unbundled building blocks 
- nodes, interconnect technologies, system software, 

programming environment

• Load balancing and heterogeneity

• Abstract system views
– e.g. application configuration independence

• Automated system discovery and configuration 
(plug & play)

• Fault tolerance

• Simplifying system integration

PetaFlops in 2007 is Consistent with 
Historical Evolution
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“What is the world’s fastest 
computer and how fast is it?

Currently, it’s an HP notebook. It’s 
used on the Space Shuttle to 
compute orbital position and has 
been clocked at 17,500 mph.”

Robert Hyatt
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Ken Koch

ASCI Applications Challenges

Ken Koch
ASCI Code Developer

Applied Theoretical & Computational Physics
Los Alamos National Laboratory

krk@lanl.gov

 

 

ASCI Applications Overview



A
lg

or
ith

m
s

A
rchitecture

Language

232

What is ASCI?

n Accelerated Strategic Computing Initiative
äGoal

– Computational simulation as a tool for
addressing safety, reliability, and performance 
issues in the absence of nuclear testing

äStructure
– 1 Program/3 Labs (LANL, LLNL, Sandia,DOE HQ)
– Applications & Problem Solving Environment
– Platform strategies

n Red, Blue Pacific, Blue Mountain, ...(and more)

– Alliances, Pathforward, ...

Simulation Objectives

n Physics
ä3D highly resolved multi-material complex 

geometries with large deformations 
ämultiple spatially-collocated coupled 

physical processes
n Computer Science

äportability & standards
– languages, APIs, distributed & shared memory

äscalable parallel processing
– 1 million to 1 billion mesh sizes
– Order(1K to 10K) CPUs
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Ken Koch

Programming Approaches

n Start with current defacto standards
äportability & longevity
äbetter leveraging through broad user-base
ä lower risk

n Building blocks
äC++, Fortran90, & C languages
äMPI & domain decomposition
äadd multiprocessing as 2nd step

– a wish for good parallelizing compilers
– within each domain or across domains

 

 

Major LANL ASCI
Applications Projects
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Blanca Project

n Regular structured grids

X(imax,jmax)

X(i,j) - X(i+1,j)

PE 0

PE 2 PE 3

PE 1

Blanca Codes

n Tecolote-2
ämultidimensional Eulerian/ALE hydro
äPOOMA C++ OO framework

– data distribution, methods, & MPI/threads
ämultiple ordered data blocks per PE

– domain overloading
– variable data per cell

n Euler (quick port)
äFortran90 & MPI “cshifts”
äone ordered data block per variable per PE

– 1 or M data per cell
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Ken Koch

Crestone Project

n Regular base grid with cell-by-cell 
adaptive refinement

X(ncell)
Face(nface,2)
Index(nface,2,2)

X(Index(i,LO,Xdir)) -
X(Index(i,HI,Xdir))

PE 3PE 2

PE 1PE 0

Crestone Codes

n Rage90
ämultidimensional Eulerian rad-hydro
äFortran90 with MPI communications

– MPI global gather/scatter exchanges
äoct-tree data stored in 1D arrays with 

index arrays for connections
– arbitrary cell ordering within each PE
– one dynamic array per “physics” variable
– variable data can be packed per cell
– data count changes every time step

äexport controlled
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PE 2

Shavano Project

n Unstructured polyhedron grids

X(imax)
Index(neigh)

X(i) - X(Index(n))

PE 0 PE 1

PE 3

Shavano Codes

n Flag code
ämultidimensional multiple-grid hydro
äFortran77 & C & data storage framework
äpolyhedral finite difference meshes
ä1D data arrays with storage manager

n Chad & Dante codes (alternate track)
ä3D Eulerian hydro and transport
äFortran90 & MPI library for gather/scatter
ähexahedral non-moving finite elements
ä1D data arrays with index arrays



A
lg

or
ith

m
s

A
rchitecture

Language

237

Ken Koch

 

 

Parallel Scalability Issues:
Now and in the Future

Load Balancing

n spatial decomposition at least
ä104  to 106 cells/PE  (think crudely: 203 to 1003)
äpossible additional decompositions over 

energy, etc., but with more communication
äpossible domain overloading

n dynamic in time
äeven if the grid is static!

– e.g. mixed materials & turbulent jets
äeveryone is moving toward adaptivity
äwork monitoring & migration necessary
ämore domains aggravate the situation
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Load Balancing

n multi-physics timestep
ä inherent imbalances

– mixed materials, regional physics,
particle field vs. grid views, AMR levels

ä timestep example:
1. global explicit physics
2. zone-local (zero-D) region-restricted physics
3. global implicit physics

ädifferent decompositions per physics?
– more data motion/copying
– higher communications

Sparse Matrix Solvers

n currently CG with diagonal scaling
äeasy to implement in message passing
ä it works and is robust for now

n distributed matrix-vector multiply
äonly ~2 FLOPs per communicated element
ä irregular or adaptive grids

– on-PE memory gathers
– off-PE communications gathers
– variable number of coefficients per row
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Sparse Matrix Solvers

n millions to billions of unknowns
äbigger problem sizes on bigger machines
äconvergence problems

– huge number of degrees of freedom
– are existing methods robust enough?
– required iterations likely to increase

ä is parallel irregular multigrid an answer?
n performance

ä time-to-solution not parallel speedup
ä latency problems because of  limited FLOPs 

per communicated element

Software Development

n compilers/languages
äC++ and Fortran90 need to mature more
äparallelizing compilers

– support for C++, Fortran90, & C with mixed-
language compatibility

– scalability limit & tradeoffs with MPI
äFortran90 + MPI

– copy-in/copy-out + asynchronous operations
– user-derived types
– “choice” arguments & strong typing
– Fortran95 & MPI-2 are not enough

ä true parallel languages or extensions
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Software Development

n debuggers
äneed solid support for the latest languages 

and newest features
äsupport for all parallel features

– MPI 
– irregular distributed data
– parallelizing compilers
– threads

äusability on large parallel systems
ävisualizations instead of prints

Software Development

n parallel I/O
äsimple methods not scalable

– 1 file per MPI process
– single PE I/O with MPI gather/scatter

äneed a proven widely-supported API 
standard and good implementations

– parallel reads/writes to single logical files on 
high performance parallel filesystems

äneed for high-level self-describing files, not 
just fast low-level binary I/O
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Better Physics

n better fidelity demands not just higher 
resolution but better physics as well

n more effort to develop & incorporate 
new physics since they need to be 
parallel implementations

The job is never done!
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Mark Seager

Day-to-Day Programmatic Usage of 100 
TFLOP/s Systems Demands Careful 
Balance in the Overall Computing 

Environment

ASCI Session at Salishan Conference
April 23, 1997

Dr. Mark K. Seager
Asst. Department Head

Scientific Computing and Communications Department
seager@llnl.gov

Salishan Conference April 21 - 26, 1997  ASCI  Session  97-515
Computation Directorate

2

Technology Development “Only”

ASCI Platforms Roadmap

‘95 ‘96 ‘97 ‘98 ‘99 ‘00 ‘01 ‘02 ‘03 ‘04

1+ Tflop / 0.5 TB

10+ Tflop / 5 TB

3+ Tflop / 1.5 TB

30+ Tflop / 10 TB mid life“kick”

100+ Tflop / 30 TB

Time

C
apability
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3

Setting for 100 TF Machine

H CY2004
» Al Gore starting second term
» BART establishing service to SFO
» Bullet Train between Sacramento and LA

H Technology Trends
» “Processors” achieve ~8 GF performance
» 100 TF machine is ~12,500 processors
» Power about 5-10 MWatt
» Cooling about 1,500-2,300 Tons (3-4 MWatt power)
» 5,000-15,000 FT2 floorspace

4

Memory
Problem Size
& Complexity

Interconnect
Type of Physics

Explicit
Implicit

Balanced System for Science Based 
Stockpile Stewardship

H Mission Driven Ratios
» 2.5 TB Memory

» 2.5 Tb/s Bi-Sectional B/W

» 3.0 TeraFLOP/s Peak

» 75 TB Disk
» 90 GB/s I/O B/W

FLOP/s
Runtime/

Turnaround

Storage Single User vs.
Production Use

System
Component

Effect on
SBSS Program
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5

Typical Method Comparison 
Calculation Regime

H Many production runs 
» Capability parallelism
» Capacity parallelism

H Side-by-side analysis of computed data from many runs with 
experimental data

H One, two and three dimensional data comparison; many involving time 
dependent variables

H Method set-up and physical problem set-up visualization intensive and 
very time consuming

Method
Refinement

Production
Use

Method
Comparison

Physical
Problem
Set-up

Run

Comparison
wi th

Experiment

Method
Set-up

Run

Run

Physical
Problem
Set-up

Run

Comparison
wi th

Experiment

Method
Set-up

Run

Run

Integrate
Package

Phase

Weapons
Physics

Experiments

6

Typical Set-up and Production Utilize Multiple 
Platforms with Different Levels of Performance

20-30 Users 5-20
Problems

50 CPU Hrs
15-150 GB Memory

5-50 GB Disk
10 GB/s I/O

1 Gb/s Network20-40
Runs

100-1000 CPU
15-150GB Memory

1.5-15 TB Disk
300 GB/s I/O

100 Gb/s Network

150 CPU Hrs
45-450 GB Memory

4.5-45 TB Disk
900 GB/s I/O

300 Gb/s Network

SMP MemoryStress Point: CPU,
I/O Bandwidth, Disk

SMP Memory
Network, I/O, Disk

Calculation Setup
SMP Cluster

Calculation
SMP Cluster  or
ASCI USCP

Problem Generation
Desktop, Local ServerPlatform:

Method
Refinement

Production
Use

Method
Comparison

Physical
Problem
Set-up

Run

Comparison
wi th

Experiment

Method
Set-up Run

Run

Physical
Problem
Set-up

Run

Comparison
wi th

Experiment

Method
Set-up

Run

Run

Integrate
Package

Phase

Weapons
Physics

Experiments
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7

Preperation for “Full-Up Calculation” is 
Very Labor Intensive

H Very complex geometries 
» Large number of small details

H Innovative visual techniques needed
H Multiple platforms engaged
H Multi-step process
H Human driven or guided process

Materials

Blocking
Hints

Annotations

Domain
Decomposition

Batch Job

Complex
Solid

Geometry
Model

Guided Mesh
Generation

Problem
Initialization

Controller
Script

Batch
Script

Material
Properties

Visual
Representation

Problem Generation
SMP Cluster

Calculation Setup
ASCI USCP

Calculation
ASCI USCP

PFTP @ 20 Gb/s (5-10 min)

Parallel I/O @ 300 GB/s
PFTP @ 20 Gb/s

8

Secondary “Full-Up Calculation” 
Scenerio

H A calculation is not just a batch job.  It is a series of batch jobs
H Most calculations are “steared” in a batch sense.
H Frequent interaction with archived data
H Frequent need to visualize mesh, mesh based variables and materials

Batch Job Run

Mesh
Repair

Visualization
Data

Interaction

Model
Adjust-

ment

Visualization
Data

Interaction

Data
Analysis

Mult iple
Dataset

Comparison

Movies &
Time-

Histories

Color
VU-

Graphs

Archive
Data

• Specific A-Division 3-D Production Example
CPU

50 TFLOP/s = 80 Hrs runtime 
     = 1 Week wall = 106 CPU Hrs
Memory

30TB Memory (~20 Billion Zones)
Swapping  

Hourly, 5% Overhead, Read/Write=>2x
75% total memory on machine
=> 416 GB/s I/O to local disk

Archive
50% Job memory, 15 min intervals
=> 16.7 GB/s I/O to tape
320 restarts => 48 PB

Disk
20 BZ = 2 TB/Frame for vis
15 min intervals @ 5% sync = 40.4 GB/s
320 frames = 640 TB
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9

CY04 Ultra-Scale Computing for 
Immersive Data Interaction

HIPPI-6400
SWITCH

2.5 PB
RAID

DISKS

HPSS
300 PB

Vis Server

 20 billion zone
 physics problem

2TB Vis Datasets
every 15 Min (batch) 
or 150 Sec (Int,static t)
or 1 Sec (Int, time hist)
(2.2GB/s, 13.3GB/s, 2 TB/s)

60GB Iso-surface
Dataset extracted...
(66.7MB/s, 400MB/s, 60GB/s)

60MB/Immersive raster image,
move-through with 10fps response 
(600 MB/s)

Immersive
Data Interaction

Envionment

and 8GB Geometry
Dataset generated
(8.9MB/s, 53MB/s, 8GB/s)

 Geometry Engine
Software

Physics
Application

100 TF
50 TB Mem

10

The Key to a Usable System is 
Application Driven Scaling

P
rogram

s

Application
Performance

Computing Speed

Parallel I/O

Network Speed

Memory

Archival
Storage

FLOP/s

PetaBytes

GigaBytes/sec

Gigabits/sec

1
10 3 10 5

10 11

10 12

10 13

10 14

0.05

0.5

5

TeraBytes 50

0.3

3

300

30

3
30

300
3000

8

800

80

0.8

‘96
‘97

‘00

2004
Year

10 2

Disk
TeraBytes

2.5
25

250
2500

Computational Resource Scaling for 
ASCI Physics Applications

1 FLOP/s Peak Compute
0.5 Byte/FLOP/s Memory
25 Byte/FLOP/s Disk
0.03 Byte/s/FLOP/s Peak Parallel I/O
0.008 bit/s/FLOP/s Peak Network
3000 Byte/FLOP/s Archive
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11

Designer productivity risk due
to archival storage limitations

03

02

01

00

99

98

ASCI Platform Disk
Capacity (PBs)

ASCI Platform
Delivered Disk
Speed to Single
User (GB/s)

System Area Network
(SAN) Bandwidth (Gb/s)

Analyzable Data
per  hour with
SDM (TBs)

Single Drive
Tape Speed (MB/s)

Archival Tape
Capacity (PBs)

Size of Restart
Dump Writable
to Tape in 1/4
Hour with 40 
Drives (TBs)

2.5

1.5

.75

.25

.10

6.4

10

2001206020

100

30

90

180

300

60

30

10

3

  30

  65

150

300

500

10

75

150

50 2.551530

250

Year

S
torage

InfrastructureU
se

r 
P

ro
du

ct
iv

ity

25

Estimating progress helps us 
identify potential risks.

12

Summary

H 100 TF computers will give ASCI users new 
capability that would otherwise be unattainable.

H The computing environment around these machines 
must be carefully scaled up as well because this is a 
huge impact on the day-to-day productivity that ASCI 
users will experience.

H Multiple classes of machines (full spectrum) are 
utilized at various stages in the problem set-up, 
calculation and analysis phases of a series of runs.

H In the 100 TF computing regime, the “big-data” 
problem becomes the “huge-data” problem.  
Innovative approaches to storage, networking and 
visualization must be developed and deployed on a 
large scale.
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