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ABSTRACT 

In Monte Carlo (MC) criticality calculations, source error propagation through the stationary 
cycles and source convergcnce in the settling (inactive) cycles are both dominated by the 
dominance ratio (DR) of fission kernels, Le., the ratio of the second largest to largest eigenvalues. 
For symmetric two fissile component systems with DR close to unity, the extinction of fission 
source sites can occur in one of the components even when the initial source is symmetric and the 
number of histories per cycle is larger than one thousand. When such a system is made slightly 
asymmetric, the neutron effective multiplication factor (kern) at the inactive cycles does not reflect 
the convergence to stationary source distribution. To overcome this problem, relative entropy 
(Kullback Leibler distance) is applied to a slightly asymmetric two fissile component problem 
with a dominance ratio of 0.9925. Numerical results show that relative entropy is effective as a 
posterior diagnostic tool. 

Key Words: Monte Carlo, criticality, stationarity, source convergence 

1. INTRODUCTION 

It has been argued in the MC criticality analysis community that source error propagation 
through stationary iteration cycles is governed by the DR of fission kernels. [ 11 Researchers in 
favor of the argunietrt have also claimed for decades that when DR is about unity, the cycle to 
cycle correlation (autocorrelation) of MC source distribution is strong. Figure 1 shows the 
trajectories of the first order autoregressive process with an autocorrelation coefficient of 0.999 
driven by independcnt standard normal noises. One can easily observe that the trajectories do 
not appear to be in cquilibrium and the crossing of the true mean of zero often does not occur 
over a thousand cycles even though the process is stationary. A similarly unstable phenomenon 
of MC source has been actively investigated for loosely coupled fissile component systems 
[2,3,4]. Recent work about DR and autocorrelation in MC criticality calculations has shown that 
when DR is nearly unity, the autocorrelation of the tallies of k e ~  is not strong and may be 
negligible while the autocorrelation of MC source distribution is strong. [ 5 ]  Therefore, in ferms 
of computing k,ff alone, the difficulty in MC criticality calculations associated with large values 
of DR is when to start the tallying of k,C, Le., how to diagnose the convergence of source 
distribution. To meet this challenge, relative entropy [6]  is defined so as to be utilized as a 
posterior diagnostic tool and is applied io a slightly asymmetric two fissile component problem 
with a dominance ratio of0.9925. 
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Figure 1: Trajectory of a(n+1)=0.999"a(n)+b(n) for three independent initial random number 
seeds where a(O)=O, b(n)'s are independent and b(n) -N(0,1) (standard normal) 

2. THEORETICAL BACKGROUND 

Let F(7' + F) be the expected number of the first generation descendant particles per unit 
volume at r' resulting from a particle born at J . In the case of a position independent energy 
spectrum, F(?' + ?) is the fission kernel defined by the product of energy and angular 
spectrums, an inverse transport operator and a fission operator, with the last operator defined as 

vZf (7, E)ty(T, E, 32)dRdE for the operand ry and the fissile descendent generation cross 
section vZJ . The eigenfinctions and eigenvalues of F are denoted by S' and kj: 

where 4 are ordered as k, >I k, 1>1 k, I> 
assumed to be discrete. Note that k e ~  is the largest eigenvalue ko and SO is called the fundamental 
mode eigenfunction and assumed to be normalized to ko: 

. As in previous work [ 11, the eigenvalue 5's are 

The normalization condition (2) cannot generally be assumed for S,, j 2 1 because in symmetric 
problems eigenhnctions may integrate to zero for some of the non-fundamental modes. In order 
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Recent work [5 ]  has shown that Eqs. (4) and (7) yield 

E[i.'P'i.'9'] = 0, p > q , 

and 

P ( 7 )  = J A ( 7  j ?);(m-l)(?')dr'+ P ( F )  +O(N-1 '2 ) ,  

where A is defined as 

A(?'-,3)r-F(u"-,F)---F(9"-,r')S(q')dq 1 1 

k k 2  

with 

fS(3)dr  = k . (11) 

Eqs. (l), (2), (6) and (1 1) enable one to rewrite Eq. (9) as 

P' ( r ' )  = 1 &(T' -+ 3)P"r")dr '  + i y 3 )  + O(N-'l2) (12) 

where A0 is defined as 

(13) 
1 4 (3' + 7) = -[ F(  7 -+ 3) - so (31, 

ko 

Eqs. (8) and (12) are the functional version of the first order autoregressive process when N i s  
sufficiently large. Introducing the operator notation of A0 as 

;(my?) = A,&"-"(T)+ p( r" )+O(N- ' /2 ) ,  

Def. (13) and Eqs. (1)-(3) yield 

.&S,(3 = 0, 

and 

i [t) [S,(F)-SO(F)] when \S,(?)dr+O 

when IS,(?)& = 0 

, i> l ,  j 2 l .  (15) 4 S j ( 3 )  = 
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Eqs. (14) and (15) imply that the cycle to cycle error propagation is governed by the ratio of the 
non-fundamental to fundamental mode eigenvalues if the completeness assumption of Sj's is 
valid. Therefore, when DR is close to unity and the ratio of the second to findamental mode 
eigenvalues is much smaller than unity, the fluctuation of MC source may show the behavior 
observed in the trajectoiy of the first order autoregressive process a(n+l) = +a(n)+b(n) with 
4 w l .  

Previous work in statistics showed that the discretized version of Eq. (12) without the O(N-1'2) 
term was equivalent to the vector autoregressive moving average process of order p and p-1 
(ARMA(p,p- 1)). [9 ]  Here, ARMA inodels are a generalization of autoregressive processes and 
ARMA( 1,O) is the first order autoregressive process. Thus, the fluctuation of MC source could in 
principle be explained in the framcwork of ARMA processes. However, we do not delve into this 
aspect of model identification. In the next section, we examine whether or not the duration of no 
crossing of true mean (ensemble average) lasts over a thousand cycles for the MC source of a 
two fissile component problem with a DR larger than 0.999 as observed in the first order 
autoregressive proce:ss in Figure 1 

3. ONE GROUP TWO FISSEE COMPONENT PROBLEMS 

This section shows numerical results of symmetric and slightly asymmetric two fissile 
component problems having DR larger than 0.99. The problem specification is as follows: 

Problem I 

0 5 region slab, with void boundary conditions on both sides and one-group isotropic cross 

0 the regions are (left to right) 1 .O, 1.0,5.0, 1 .O, and 1 .O cm thickness, 
0 the materials are (left to right) 2 (fuel), 1 (scatterer), 3 (absorber), 1 , and 2, 
0 material 1 (scatterer) 

0 material 2 (fuel) 

material 3 (absorber) 

sections, 

zloral = 1 .O crn-I, z~~~~~~~~~~ = 0.8 cm-' z ~ ~ ~ , ~ ~  = 0.2 cm-' , 

XIorol =: 1.0cm-l, ZCsrotIuring = 0.8 crn-', ZCapmre = 0.1 cm-', I;,,,, = 0.1 cm-', v = 3.0 , 

x:,,~, = 1 .O ern"', ~ , v c a l l ~ , , , g  = 0.1 cm-', E:,,,,,, = 0.9 cm-' . 

Problem 2 

0 Same as problem 1 except 1.01 cm thickness for the rightmost slab. 

The eigenvalues of Problems 1 and 2 were computed by the Green's function methods [ 101 and 
the ratio of the iirst five non-fundamental to fundamental mode eigenvalues are shown in Table I. 
The DR values thercin were also obtained by analyzing the spectral radius of the outer iterations 
in a discontinuous finite element discretc ordinate computation [l 13, where the initial flux in 
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First OR) 

Problem 1 is a random guess in order to avoid the suppression by a symmetric initial flux guess. 
Figure 2 shows the cycle progression of the MC source at the right fuel in Problem 1 for 2000 
and 200000 histories per cycle computations. The extinction of fission source sites is observed in 
the 2000 histories per cycle computation even though the initial source is correct in the 
resolution associated with two fuel bins. The fluctuation of MC source significantly decreases in 
the 200000 histories per cycle computation. The duration of no crossing of the mean value of 0.5 
is often more than a thousands cycles in both the computations. This may be troublesome 
because active cycles for MC tallying would have to be at least 10000 cycles for problems with 
DR larger than 0.999. If a middle plane reflective boundary condition is employed, the DR of 
Problem 1 is reduced to 0.305 and the difficulty in the computation disappears. Moreover, it has 
been proved for symmetric two fissile components systems that the MC source fluctuation does 
not affect k,ff tallies in the first order approximation. [2] Therefore, real difficulty exists in 
slightly asymmetric problems even though the DR may become smaller than that of the 
symmetric counterpart. 

Problem 1 Problem 2 
0.99957 0,99250 

Table I. Ratio of non-fundamental to fundamental mode eigenvalues 

~ 

Second 
Third 
Fourth 

~~ 

0.30563 0.304 65 
0.30464 0,30243 

0.16774 0.16827 

0.1 - 
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I I 

Fifth I 0.16774 I 0.16652 

- 200000 histories per cycle 
- 2000 histories per cycle 
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Figure 2: Normalized source at right fuel in Problem 1 
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Figure 3 shows the cycle progression of IQT and MC source at right fuel in Problem 2 divided by 
their respective true ineaii. I-Icre, the Eundariiental mode eigenvalue 0.427425 computed by the 
Green’s function method is used as the true stationary mean of hff, and the average of MC 
source over 16 replicas of 1250 inactive and 1250 active cycles with 10000 histories per cycle, 
0.9744rt0.0013 (right 3- left =1), is used as the true mean of the MC source at the right fbel. One 
can observe that the duration of no crossing of the true mean value often becomes more than 
eighty cycles for the MC source; 379-463,482-571,726-815 and 905-1000 cycles. However, a 
more striking phenorncnon is that lccff does not reflcct the source convergence process at all. 
Figure 4 shows the MC confidence inteival coverage rate of the fundamental mode eigenvalue of 
Problem 2 computed by the Crecn’s function nxthod [IO].  Figure 5 shows the ensemble average 
of one o (68%) confidence intervals of k,S where the end points of the confidence intervals are 
avcraged over 2000 replicas and thus the intcrval lengths are not multiplied by the factor 
1 / $%%. The comparison of Figures 3 with 4 and 5 clcarly indicates the necessity of the 
diagnostic method ofthe conveigence ofMC source distribution. On the other hand, (2), (3), and 
(15) yield 

k, (t ) [: -1) when 1 S, (r’)dr f 0 

when [ S, (r‘)dr = 0 

, i21, j 2 l .  1 $‘d$ (F)& 

Due to the factor kJ/k~~---’I, Ilie effect of DR does not strongly appear in the autocorrelation of kef’s 
when DR is close to unity. [SI ‘I‘lierefore, in ternis of computing k,ff alone, effective MC source 
convergcnce diagnostics would indced improve confidence interval estimation for problems with 
DR close to unity. 

u r c e  a t  r ight  fuel 

r----r-----r----7- 

Q 1 0 0  2 0 0  3 0 0  4 0 0  5 0 0  6 0 0  7 0 0  B O O  9 0 0  1 0 0 0  

cycle  

F i g u r e  3: S o u r c e  a t  r i g h t  f u e l  a n d  kef ‘  d i v i d e d  b y  the i r  r e s p e c t i v e  t r u e  m e a n  
in P r o b l e m  2 ( 5 0 0 0  h is tor ies  p e r  c y c l e ;  u n i f o r m  in i t ia l  s o u r c e )  
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Figure 4: One o (68%) confidence interval coverage rate of the fundamental 
mode eigenvalue computed by Green's function method over 2000 replicas 
of 200 active cycle simulations with 5000 histories per cycle (Problem 2) 
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Figure 5: Ensemble average of one Q (68%) confidence intervals of 
k,, over 2000 replicas of 200 active cycle simulations with 5000 
histories per cycle (Problem 2) 
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4. POS’TElUOR SOURCE CONVERGENCE DIAGNOSIS 

In this section, we dcfine the relative entropy of MC source distribution so as to be utilized as the 
posterior diagnosis of source convergence. I S ]  The relative entropy (Kullback Leibler distance) 
of the normalized binned sources SB and ;$ is defined as [6]  

where B is the iiumber of spatial bins and i the bin number. D(SBllp) is a statistical distance 
betwecn SR and 
S ” ( i )  = TB( i )  for all bins. In addition, D ( p ( ( Z a )  satisfies the pair convexity [6] 

in a sense that D(9IIIB) is noimegative and becomes zero only when 

whcre S:, 5’: , 7;’ and Gfl arc all binned sources normalized to unity. Then, the 9 convexity 
follows by setting q’ =&I’ = T B  : 

i.e., D(SBIJI”) is  convex when viewed as n function of 9. The fonnal meaning of D(f11p) in 
information ihcory is the penalty of the data compression limit (minimum of expected codeword 
length) of the random bins generated frorn SB under the false assumption that the distribution 
generating the bins if; 
under the prcsence of the knowledge of SB is marly equal to Shannon entropy of 9, ie.,  the 
randomness of the distribution S’. [6] They are formerly stated as 

[6]  The data compression limit of the random bins generated from 9 

(Shannon entropy of S”) 

Data compression limit of the random bins generated fiom S B  

5! under the presence of the knowledge of S” 

5 (Shannon entropy of s”) -I- 1 

(Shannon cntropy of SR)- t -D(SE 1 1  2‘”) 

1 Data comprcssion limit ofthe random bins generated from SB under 4 the fiilsc assumption that thc distribution generating the bins is T B  

5 (Shannon entropy of S”) -t. D ( S B  1 1  T ” )  + 1 

These inequalities involve the concept of the penalty resulting fiom the hypothesis that is 
stationary MC source distribution under the condition that one has observed 9. On the other 
hand, the A!? convexity is a desired characteristic for measuring the distance to a fixed reference 
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distribution. Therefore, D($)p )  can be interpreted as a measure of the inefficiency of assuming 
that the true distribution in a MC siinulation is 7% when the observed distribution is 9. One can 
then utilize the relative entropy in the following manner. After all cycles are simulated: 

1) Compute p(i) by averaging MC source over the second half of active cycles. 
2) Plot D(pllp) for each source through all cycles starting at the initial cycle. 
3) Check whether D(p11p) crosses the average of D(,!?1138) over the second half of the 

active cycles before.the first active cycle. 

Figure 6 shows the posterior computation of relative entropy in Problem 2 following 1)-3) for the 
200 inactive and 200 active cycle simulations with 20000 histories per cycle. One can easily 
observe that the crossing of the mean of relative entropy over the second half of active cycles 
does not occur before the first active cycle. Figure 7 shows the same posterior computation of 
relative entropy in Problem 2 for the 500 inactive and 1000 active cycle simulations with 5000 
histories per cycle. A remarkable characteristic in Figure 7 is convergence performance 
difference for the different seeds. MC source convergence is observed to occur on average after 
about 350 cycles. Table I1 shows the cycle at the first crossing of the mean of relative entropy 
over the second half of active cycles for the siinulations in Figure 7. The results in Table I1 are 
consistent with the trend in Figures 4 and 5 .  

1 
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Figure 6: Posterior computation of relative entropy for 200 inactive 
and 200 active cycle simulations with 20000 histories per cycle in 
Problem 2 (dotted lines are the mean level over 301-400 cycles) 
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--__ __ Seed 1 - Qclc:at __ l_ll_.l__ first crossii&?4 

Figure 7: Posterior computation of relative entropy for 500 inactive 
and 1008 active cycle simulations with 5000 histories per cycle in 
Problem 2 

H I J K K M  
283 235 386 235 505 540 

Table 11: Cycle a t  fiirst crossing of the mean of relative cntropy ovcr the second half of 
active cycles for thc simulations in Figure 7. 

5. CONCLUSIONS 

We have discussed siinilslrities bctween the first order autoregressive process and the MC source 
in two fissile component problems with Ill? close to unity both numerically and mathematically. 
The possibility of modeling stationary MC source as ARMA(p,p-1) processes was pointed out 
based on mathematical expressions derived and previous work on vector ARMA processes [9]. 
We have successfully applied the rclative entropy of MC source distribution to the convergence 
diagnosis of a slightly asyinmetric two fissile component problem with DR close unity. The 
diagnostic proposed can be iniplcmented for any number of space bins. Moreover, it is the direct 
evaluation of the penalty associated with the stationarity hypothesis of MC source distribution 
and does not need the additional knowledge, parameter estimation, or parametric assumption of a 
problem simulated, which is often requircd in convergence diagnostic methods available in 
operations research and statistics [ 12,131. The only restriction in the usage of relative entropy is a 
posterior diagnostic nature. 
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