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Time-of-Flight Measurement of Neutron Leakage from a Lead-Bismuth Target 

Eric Pitcher', Karen Corzine', George Morgan', Raymond Klann', Michael James', and Michael Paciotti' 
'Los Alamos National Laboratory, Los Alamos, New Mexico, U.S.A. 87545, pitcher@lanl.gov 

2Argonne National Laboratory, Argonne, Illinois, U.S.A. 60439 

Abstract - An experiment was conducted at the Weapon,s Neutron Research facility at Los Alamos 
National Laboratory in which neutrons leaking from a thick lead-bismuth target bombarded by 800- 
MeV protons were measured. Results are presented for a 50-cm-long, 20-cm-diameter PbBi target. 
The leakage was measured two ways: by activation foils placed on the cylindrical surface of the target, 
and by neutron detectors placed on collimatedflight paths at several angles (7.5", 309 60°, and 1.50") 
relative to the incident proton beam direction. The time-offlight measurements are presented in this 
paper. In this method, neutron energies were resolved by tirne-ofjlight from the target to the detectors. 
Neutron transport through the collimated flight paths to the detectors was simulated using the 
radiation transport code MCNPX. Except for  the 60" jliglzt path, good agreement with experimental 
data is observed for  neutron energies corresponding to the evaporation phase of the spallation 
process. For higher energy neutrons, calculations and measurements are in good agreement at 
forward angles, while calculations exceed measurements in the backward direction. 

I. INTRODUCTION 

Spallation neutron sources create high-energy neutrons 
whose energies extend up to the incident proton energy. 
These high-energy neutrons impact the operation of 
accelerator-driven systems in three ways. First, they 
dominate the production of H and He atoms in structural 
materials near the target but outside of the proton beam 
footprint, leading to a reduction in ductility and limiting the 
lifetime of the structural material. Second, they produce 
low-energy source neutrons in the material surrounding the 
target, which may impact, for example, reactivity in an 
accelerator-driven sub-critical assembly. Finally, the high- 
energy neutrons dominate the radiation dose in the vicinity 
of a spallation source and drive the design of spallation 
source shielding. For these reasons, it is important to be able 
to properly characterize the energy and angular distribution 
of neutrons leaking from a spallation target with simulation 
codes. The purpose of the experiment reported here is to 
provide measured data that may be used to benchmark 
radiation transport codes. The present series of experiments 
extends the existing database of energy- and angle- 
dependent thin- and thick-target neutron yields produced by 
previous experiments [ 1-10]. 

11. EXPERIMENTAL METHOD 

The experiment was carried out in the Target 2 area at the 
Weapons Neutron Research (WNR) facility at LANSCE. 
Target 2 is a shielded room approximately 12 meters in 
diameter with a series of flight paths radiating from the 
center of the room, as shown in Figure 1. Proton beams up 
to 100 nA can be accommodated. Neutrons leaking from the 
target could be observed through four flight paths at angles 
of 7.5", 30", 60" and 150" with respect to the incident 
proton beam. 

A. schematic diagram of the experimental configuration 
is shown in Figure 2. The LANSCE accelerator provided the 
proton beam, which exited the beamline vacuum through a 
thin slainless steel window, traveled about 2 meters through 
air, and then was incident on the target. A primary 
requirement for the measurement of proton interactions is 
the determination of the parameters of the incident beam. 
These parameters include the total integrated beam striking 
the target assembly in each measurement, the position of the 
beam on the target, and the beam intensity profile Prior to 
the measurements, radiochromic film was used to determine 
the alignment of the axis of the target with the proton beam. 
This alignment procedure is described in detail in below. 

The dimensions for the cylindrical target for this 
experiment were 20 cm diameter and 50 cm length. Lead- 
bismuth eutectic is an alloy with 44.5% lead and 55.5% 



A primary requirement for the measurement of proton 
interactions is the determination of the parameters of the 
incident beam. These parameters include the total integrated 
beam striking the target assembly in each irradiation, the 
position of the beam on the target, and the beam intensity 
profile. The beam monitor system is shown schematically in 
Figure 2. 

A system was implemented to image the proton beam 
spot on the front face of the target. As shown in Figure 2 
and consisted of a Cr-doped aluminum oxide phosphor 
indexed and accurately mounted on the target. A thin 
aluminized Mylar pellicle reflected the light from this 
phosphor into a lens system that relayed the image to a 
mirror and then into a shielded camera system consisting of 
a gated image intensifier and a CCD video camera. This 
system permitted both real-time observation of the beam 
size and position and also recording of the beam intensity 
profiles during the course of the irradiation. The image was 
relayed to the LANSCE accelerator control room, which 
permitted the operators to quickly correct any diffuse or 
dislocated beam spots. A VCR was part of the imaging 
system and recorded the beam spot over the course of the 
irradiation. 

The incident beam current was monitored in the 
LANSCE Central Control Room using a standard LANSCE 
current monitor [ l l ]  located in the proton beamline about 
three meters upstream from the target. A digital reading 
from this monitor was recorded at 10-second intervals over 
the course of each irradiation, and the file of current values 
so generated was used to document the time-dependence of 
the current and, from its integral, to determine the total 
number of protons incident on the sample for a given 
irradiation. The systematic uncertainty in the calibration of 
this beam monitor is estimated to be about 3%. The monitor 
reads out with a precision of 1 nA. The nominal current 
used in this work was about 30 nA, so this adds a second 
uncertainty of about 3% for an overall uncertainty of about 
4.5%. 

As indicated in Figure 2, a second device was also used 
to monitor the proton beam current. This was a Bergoz 
Model ICT-122-070-20: 1 integrating current transformer 
(ICT). The transformer was mounted between the beamline 
vacuum exit window and the pellicle used in the beam 
imaging system. The signal was processed by a charge 
sensitive preamplifier, linear main amplifier, and analog-to- 
digital converter (ADC). This device measured the charge in 
each micropulse of the beam and was used for real-time 
monitoring of the proton beam at the control station for the 
TOF experiments. Additionally the ADC outputs were 
stored in a histogram for each irradiation. The centroid of 
this histogram provided a measure of the average charge per 
beam pulse. Multiplication by the total number of beam 
pulses gave the integrated beam charge. This system was 
calibrated by recording the ADC output for the injection of 

a known charge into ;I wire loop through the ICT. Overall 
uncertainty of this technique was estimated to be 2%, 
determined mainly by the uncertainty of the injected 
calibration charge. 

A third method employing an aluminum activation foil 
(see Figure 2) was used to determine the integrated proton 
fluence on the target assembly for several irradiations as a 
check on the data provided by the other techniques. The 
method employed a stack of three aluminum foils, each 
nominally 0.32 mm in thickness. The exact thickness of 
each foil was determined by weighing the foil and carefully 
measuring its dimensions (nominally 10 cm x 10 cm). 
Thickness measurements with a micrometer were also used 
to te!;t the uniformity. Variations over the foil were found to 
be ncgligible. The proton beam fluence was then determined 
by counting the 24Na activation products using a 
Germanium gamma-ray detector. Only the middle foil in 
each stack was counted, the presence of the upstream and 
downstream foils was to ensure that the center foil was in 
equilibrium with any recoiling reaction products. The cross 
section for production of 24Na by 800-MeV protons has 
been studied previously and has an uncertainty of less than 
2% 1121. The half-life for 24Na is 14.9590 hours and the 
1.368-MeV gamma ray is produced in 99.9936% of the 
decays. A calibrated %o source was counted 
simultaneously with the aluminum foil. In this way the 
activity of the 24Na could be determined by direct 
comparison of the counting rate with the 6oCo source, 
requiring only a small correction for the difference in 
energies between the 1.332-Mev gamma ray from 6OCo and 
the 1.368-Mev gamma ray from "Na. The 6oCo source was 
NIST-traceable with quoted uncertainties of 2% (at the 99% 
confidence level). The measured activity was corrected for 
decay after irradiation. A small additional correction for 
decay of the "Na during the irradiation (2 to 4 hours) has 
been applied. Overall uncertainty in the proton beam 
determination by this method is less than 2%. 

Two data acquisition sequences were performed at each 
of the three target positions. These target positions were 
nominally with the face of the target at 0 cm, 20 cm 
(upstream), and 40 cm with respect to the intersection of the 
proton beam axis and flight path axes. However, the target 
was actually shifted 1 cm downstream so the target 
positions were -1 ,  19 and 39 cm. The first data acquisition 
sequence used the plastic detectors to obtain data in the 
high-neutron-energy region (-0.5 to 800 MeV). This 
required about 1.5 hours of beam (-20 nA) on target at each 
target position and used 20-ps spacing for the beam pulses. 
The second sequence used the Li-loaded glass detectors to 
obtain data in the lower-energy region (~0.1 to 1 MeV). 
About 8 hours of' beam time (-25 nA) were required for 
each target position with a beam pulse spacing of 40 ps. 

The data from the plastic detectors were acquired in 
two time-of-flight spectra, corresponding to two different 



utilize the powerful next-event estimator variance reduction 
technique to significantly reduce the run time as compared 
to analog Monte Carlo transport. However, as will be shown 
and as discussed in the MCNPX manual [14], point 
detectors give incorrect results in this particular application. 

The second technique used to calculate the neutron flux 
at the detector positions was the surface flux (type 2) tally. 
With tally surface areas of 79 cm2 located 30 to 60 m from 
the target and full analog transport, these calculations were 
very time consuming. Typical runs used over lo7 minutes of 
cpu time on 1.7-GHz Pentium IV processors. As a means of 
reducing the run time, the collimation systems were 
replicated multiple times in azimuth. This scheme is 
depicted graphically in Figure 5 for the 7.5" and 30" flight 
paths, where the collimation is replicated five and ten times, 
respectively. 

The two tally techniques are compared in Figure 6 ,  
where the transition energy from the point detector tally to 
the surface current tally is changed from 150 MeV to 1 
MeV. In the tabular range where the point detector tally may 
be used, its result is considerably less than the surface 
current tally over most of the energy range, with the largest 
discrepancy, a factor of 4.2, occurring at the highest energy 
(150 MeV). This discrepancy becomes smaller at lower 
energies, decreasing to a factor of 1.3 at 1 MeV. This 
discrepancy is due to the fact that neutrons created by 
nuclear interactions whose incident particles are not in the 
tabular region (in this case, neutrons created by all protons 
and pions, and by neutrons with energies greater than 150 
MeV) do not contribute to the point detector tally. Even for 
this thick target configuration, such neutrons comprise a 
significant fraction of those that are transported to the 
detector positions. So the point detector tally underpredicts 
the detector flux, and is invalid in this application. All 
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Figure 6. Comparison of the two tally methods: flux at 150". 

calculated results presented here use the surface current tally 
above 1 MeV and the point detector tally below 1 MeV. 

The calculated source brightness is shown in Figure 7. 
Qualitatively, the calculated results show the same trends as 
the measured data displayed in Figure 3, with the exception 
that the leakage flux of lower-energy (-1 MeV) neutrons is 
higher for the 60" flight path than for the 30" flight path. 
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Figure 5. Azimuthal replication of the collimators. Figurc: 7. Calculated energy-dependent source brightness. 



MCNPX, and calculated results have been compared to the 
measurements. Agreement is excellent at 7.5” and 30”. The 
measured low-energy neutron yield at 60” appear to be 
anomalously low, and are therefore not considered to be 
reliable. Agreement between experiment and calculation at 
150” is excellent below -80 MeV neutron energy. Above 
this energy, calculated results overpredict the measured 
values by a significant amount. 
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