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COMPUTING PERCENTILES OF LARGE DATA SETS

Jo Ann Howell
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Abstract.

We describe an algorithm for +finding
perceitiles of large data sets (those
having 100,000 or more points). This

algorithm does not
entire data set.
data and

involve sorting the
Instead, we sample the
obtain a guess for the
percentile. Then, wusing the guess we
extract & subset of the original data
through which we search for the true
percentile.

A. GSampling fur an Estimate

A popular method for computing
percentiles in large data sets is ¢to
locate percentiles in & randaom sample

from the data, although this
not produce the true percentile. It is
merely an estimate, whereas the method
described here locates the Tth largest
number in a set af N numbers. where N may
be very large. More detall ig given in
Ref. 4.

method may

with
analysis by
either very

We define a large data set as onc
enaugh paoints that

conventional methods 1is
difficult or impossible. The number of
points may range ¢rom thousands to
millions or more. Although the algorithm
works for & smaller number of points,
when the number is less than about 3000,
it is more efficient to sort ¢the entire
set. This cutofé depends on the memory
sire involved.

There ave scveral parameters (Tabla I)
involveas in the algorithm that the user
may viry to meet the particular needs of
the problem. They are described in more
detail in the text.

The first step in our algorithm 1is ¢to
predict the Tth largest number or the Pth
percentile, where P=100#(N-T)/N. The
prediction is made by taking & random
sample of size KBAMP from the original N
data points. The Pth percentile in this
sample is used as an estimate to find the
Pth percentile in the original data.

TABLE I
ALGORITHM PARAMETERS

Parameter Description

N An integer: the number of
input data oints.

T An integer, we compute the
Tth largest number from
the large data set.

P Pa100# (N~T)/N; P is a
percentile.

Y An array of lenath WKSAMP
of data points that have
been sampled from the
large data det.

KEAMP An integer) length of
the array V.

PCNTL A number from 0.00 to 1.00;
used to construct a
window in the large data
set.

PCNTH A number from 0.00 to 1.00:
used to construct a window
in the large data set.

INDEXL An integ:t. index into the
array V.

INDEXH An integer index inte the
array V.

CUTOFL VYC(INDEXL): defines the lower
bound for the deta to be
extracted.

CUTOF{ VY(INDEXH): defines the upper
bound for the data to be
extracted.

I An integer, the number of
data points larger than
CUTOFH.

ICTR An integer: the number of
dats points extracted.

KBUF An integer; the size ot the
buffer area used to move the
large date set in and out of
memory (typically 3000
te 10.000).

In our program we call the array
containing the sample Y. Assuming that Y
is sorted from smallest to largest. we
compute the indices INDEXL = max ((N -



T)/N @& KSAMP -~ PCNTL & KBAMP , 1) and
INDEXH = min ((N -~ T)/N & KSAMP+PCNTH +
KSAMP . KBAMP),

These indices mark positions (100#PCNTL)%
below and (100#PCNTH) X above the
estimated percentile.

For example, if we select a sample of
1000 points from a large set of 100,000
data points, and we want to find the
50, 000th largest number (th~ S0th
percentile), then

N = 100000 .
T = 50000 ,
KEAMP = 1000 . and
P = 50 .
J¢ we let PCNTL = PCNTH = 0,03, ¢then
INDEXL and INDEXH are respectively 430
and 350. The max and min are included to

prevent the indices from pointing ocutside

of the array VY, that is, to exclude
nonpositive indices or indices larger
than KSBAMP.

Next, cutoff values are computed wusing

the indices

CUTOFL = Y(INDEXL)
end

CUTOFH = Y(INDEXH).

These values are used as cutoffs on the
original large dats set to extract some
data that is then searched for the true
percentile.

In our example: the number Y(500) i¢ the
estimate for the 30th percentile for the
large data set. The upper and lower
cutoffs are VY(3550) and Y{(450) which we
u1: to extract data from thy large date
set.

If we want to be reasonably sure that the
Pth percentile for the large data set
lies in the inter-'al (CUTOFL, CUTOFH), we
m.st use some care In the selection of
PCNTL and PCNTH. These values can be
chosen by constructing e
dxltrnbution-droo cenfidence interval for
the Pth percentile in the sample (Ref.
3). I¢ PR is the probability that the
percentile P uf a set of size N lies in
the interval (CUTOFL, CUTOFH), then

INDEXH
N i N-§

PR = E i P (1-P)

{= INDEXL

Using the ajproximation,

b 2
~t /2
PR = 1/GGRT(2#PI) [] dt
a
where

a = (INDEXL-N#P)/SQRT(NaP&(1-F))
and
b = (INDEXH-1-N=#P)/8GRT(NeP®{1-P)),

we construct a table of values (Table ID)
to use for PCNTL and PCNTH for the case
KSAMP=1000.

TABLE II
SUCGESTED WINDOW VALUES
KSAMP P INDEXL INDEXH PR PCNTL PCNTH
1000 0.%0 448 %32 0.9% 0.032 0.032
1000 0.75 720 77% 0.95% 0.030 0.035
1000 0.90 @381 919 0.9% 0.019 0.019
1000 0.93 936 964 0.93 0.014 0.014
1000 0.%8 970 987 0.93 0.010 0.009
1000 0.99 984 998 0.96 O0.00&6 0.008

B. Locating the True Percentile

From the original data. we extract all
data points that are greater than or
equal to CUTOFL and also less than or

equal to CUTOFH. We have considerably
fewer data points in this extracted data
set than in the original set. I# the
sample of size MKEAMP closely rrsembles

the original large data set in
distribution, then the extracted data
will probably contain the true
percentile. That is, the interval
(CUTOFL. CUTOFH) contains the Pth

percentile of the large data set. We can
then use thic smaller set to begin our
search for the true percentile.

The number T is adjusted by the number of
points in the original data set that were
larger than CUTOFH, That is, if I is the
number of points larger than CUTOFH, then
we let ¢t = T - I and search for the t-th
largest number in the extracted data set.
For this se4rch we use the Blum
algorithm. (Bee Rels. 1, 2, and 3.)

C. Error Conditions

Several error conditions are signaled in
the program by an error ~essage. One of
these it a missed true percentile in the
extracted datae. That s, I )T or
I + ICTR ( T. At this point, the wuser
can increase KBAMP in the hope of getting
a more representative sample or increase
PCNTL or PCNTH. it is easy to determine



by how much we missad the percentile and
in which direction we missed it.
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