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IMPLEMENTATION OF A FULLY RECONFIGURABLE MULTIMICROPROCESSOR

Vito A. Trujillo

Computing Division
Los Alamos Nationsl Laboratory
Los Alamos, New Mexico 87545

ABSTRACT

The fully reconfigurable multimicropiocessor 1s an
experimental configuration demigned specifically as
s research too)l for implementing and evaluating
parallel-processing algorithms on various amultipro-
cessor architectures. Basically, the system is a
shared-wemory MIMD (multiple iostruction-multiple
dsta stream) machine that supports recounfiguration
betv=en processor and memory nodes to permit exper-
imentation on architectures sharing common memory,
networks of processors with only local memory, etc.
This experimental computer system is currently
under development within the Cowmputing Division at
the Los Alamos National Laborastory.

Summary

This paper presents the hardware architecture
of an experimental multiproceasor system that in-
corporatys @ reconfigutable array of commercially
svailable microprocessing and memory elements. The
system is designed specifically as a research ool
for evaluating parallel-procesasing algorithme on
various multiproc~.sor architectures to predict
which problemu a.e bept implemented on specific ar-
chitsctures. Consecuently, the principal design
objective im to provide a multiprocessor with fully
reconfigurable processor-to-memcry and processor-
to-proceanor interconnections in order to allow
direct comparison of algorithms for s wide rang~ of
mulliprocemsor architecturen,

Ramicallv, the myatem in a Lightly coupled,
shared-memory MIMD machine [1-3] that supperts
reconffpguration between procesnor and memory noden
1o permit experimentation with common memory archi-
tecture~n andd with varjoum procvessio- network struc-
tures, auch an rings, treen, and starn. The proper
combination of processors and memuries can be
srlected basmed on Lthe parallel-procenning objec-
tive.

Aa {llustrested in Figure 1, thr aysten con-
sists of numerous procesacr and memory nodes thet
are divectly interconnected using multiple
procesasor-te-memoly bumsen and multiported globa)
The multiple bua/multiported memory
artangement functionally fmplementn & full croashan
awitch between the processor and memory nodes {4].

menory nodes.

This multiple-bus architecture allows processor-
to-processor cosmunications to occur concurrently
with processor execution from either locrl memory
or global memory. Reconfiguration betvesn proces-
sor and global memory nodes is accemplished through
8 meoory mapping facility included within each pro-
cessor node.

Three typea of processor nodes are included
within the system: (1) syutem control processor
(Pc), (2) general floating-point processors (Pi),
arid (3) dedicated data transfer prucessors (Pxi)
The system control processor performs system inj-
tialization (downloading of globsl memory, config-
uration control, etc.), initirtion of parallel-
processing applications code, performancr measure-
ments, and memory error processing ind incorporstes
an interprocessor interruption facility. 1In addi-
tion, because the multiprocessor is strictly an ex-
ecution environment, the system control processor
provides communication with an external local area
network that includes development workstalions.
Each general floating-point processor includes In-
tel {APX 86/87 microprocessing elements [5), 4Bk
bytew of local dedicated ROM/RAM, real-time inter-
rupt facility, and memory mepping logic that allows
sixty-one l6k-byte memory segments to be permanent-
ly and/or dynauically allocated within the system
global memory. Each datas tisnsfer processor 18 a
high-speed controller apecifically designed for im-
plementing processor-to-provessor comunications by
performing data movement between global memory sepg-
nentna,

The aystem global memory conmists of multiple
memory noder, each having a 236k-byte RAH arcay ac-
tennihle from the ayatem control processor, and a
nultiported memory controller. The po-t for the
syatem control processor supporta downlosding and
memory error repoirting functioena.  The mult(poited
aemory controller includes intertsce logie Loy 20
pocte, memory arbitration logic that {mplements a
last-granted-lowent-priority algorithm, and
high-speed memory acceas coutroller. Hemory map-
ping Jogic within each procearor nude allowa each
aemory node segment 1o he allocated an ejthe)
private or public memory for each processor node,

The proceasvr-memory ifntsiconnection (a mCoom-
plished with memory mapping logic at each provennor
node, a multiported memory contaolley at each glob-



al memory node, and a multiple bus interconnection
backplane thst allows an orthogonal arrangement of
processor and global memory boards. As illustrated
in Figure 2, ap orthogonal packaging scheme uses
minimal bus lengths in providing complete physical
interconnection between the processor and global
memory nodes. Basically, the processor-memory
interconnection providec fully reconfigurable
processor-to-memory coonections, resolves access
arbitratiop vhen multiple processors sre simulta-
neously accessing a common global wmemory nodz, and
suppsrts mutual exclusion to slared memory. Con-
trol of shared memory is accomplished through an
extension of the lock/unlock mechaniam available
with the 1APX 86/87 wicroprocessor [5].

Processur-to-processor commurication is lmple-
mwented indirectly through the processor-memory in-
tercunnection by specialized data trsnsfer proces-
sors that perform data movement betweea global
memory nodes. Each dsta transfer processor in-
clules memory mapping logic similar to the general
floating-point processors; consequently, these
nodes can access wny segment within system global
memory. Iin sdditiop, the data tresnsfer processor
nodes include high-speed cootrol, buffer, and
translation logic that permit both contiguous and
noniontiguous memory block transfers. The data
trarsfer procesnors are controlled by linked struc-
tures within global memory and ioclude maskable in-
terrupt capsbility indirectly through the system-
control processor. Functionally, the datas transfer
processors can be visuaslized as multiple intell:-
gent buses for interprocessor communications.

Currently, the system accommodates a single-
system conirol processor, 20 processor nodes that
csn include either general floating-point proces-
sors or data transfer proceasors, and 32 global
memory nodes. However, a typicrl maximum config-
uration consists of 16 general floating-point pro-
cessors and 2 data tranafer processors, which are
sufficient for handliog 16 iAPX B86/87 interproces-
sor communications.
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Fig.- 2. Orthogonal packaging diagram.



