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BENCHMARKING YOUR BENCHMARKS: A USER'S PERSPECTIVE

Richard Brice
Los Alamos National Laboratory

ABSTRACT

This paper is intended for anyone faced with the responsibility for computer hardware or moftware

selection.
presented.

The content is biased toward sdministrative coonsiderations, although some technical issues are
The basic goal is to prowote s role for benchmarking in the cnuputer acquisition process thst
is wignificantly brosder thau that commonly employed.

We sttempt to do this by showing how a theorough

benchmarking effort (in the usual sense) did not provide sufficient information to accurately predict user

satisfaction and productivity.
in benchmarking.

1. INTRODUCTION

Computer system benchmarking has gained wide acceptance
as a useful approach for predicting the capacity of a
new co@puter system. We view benchmarking as one of a
valuable set of tools and methods whereby umers, system
staff, applications programmers, and administrators can
gain some meagure of covfidence that a c~wputer system
will perform the desired functions. The literature
contains numerous well-documented exawplez of benchmark
studies [1-5].

A study simed at predicting the performance of a
computer system is thought to be well done if both the
workload(s) asd the system response(s) arc correctly
modeled. Such studies are extremely valuable in the
system selection process, 6 however they are usually
incomplete because they concentrste on demands for
computer resourcer and ignore the human element invulved
in computing. This omission is understandable, because
good models of the "human element”" are in short supply
and are difficult te define [6-~12].

In this paper we list a set of qQuestions that should be
answered through some form of benchmarking process but

~which, in practice, ar: often addressed informally if at

all We describe some of the problems and frustrations
in a computer resnurce spproach to evaluation by
following & benchmarking activity through several years
and four significantly differeat l=vels >f benchmark
sophistication. The benchmarking was done by the
Computing Division of the Los Alamos National Laboratory
to cvaluate the suitability of the Cray R=search, Inc.
(CR1) Cray-1 computer and its software to support the
Lsboratory's computing needs.

2. QUESTIONS FOR BENCHMARKING STUDIES

Most benchmark studies could be signiticsntly improved
if they also sddressed what the author feeis are the
real reasons for acquiring new systems:

(1) {mproved user productivity sad

(2) increased user eatisfaction.

The assumption is often made that a faster CPU, larger
main memory, and more powerful peripherals are what is
needed; in other words, improviang eystem performance
will improve user productivity and incresse user
satisfaction. In fact, however, benchmsrk studies
usually provide almost no informstion about the
ctontribution of & oew system tnward weeting theae two
goals, Instead, because of the axce'lent job tLhey do in
assesning hardware capsbil{ties, these studies often
1»ad to overemphasis on the hardware aspects of an
scquisition. Emamples ot 'Lher quesiLions Lhat need to
be addressed are:

1. How reliable will the system software be?

2. How essy will it be to isvlate system or user

pnitware failures and fin thema?

We describe other measures of a system's properties that should be included

3. How easy will it he to transport applications into
and out of the system «nd upgrade to the next
system we wcquire?

4. How easy will it be to merge this new capability
with existlng capabilities?

5. How rich is the wystem utility software’
is it to use?

6. How eacy is it to use system calls, JCL, file
Canagement?

7. Bow representative of the workload are the
benchmarks?

How =asy

Ansvers to these seven questions seem fundamentally
lwportant to any speculation of how productive and
saticfied the users may be. Question 7 cep be
quantified directly in those environments that have o
well-defined and slowly evolving workload. There is an
ongoing effort at Los Alamos to ensure that our
benchmarks do represent the workload. Answers to
Questions 1-6 are inherentiy less specific; bowever,
some approaches to this forw of benchmurking have been
described.

Pearjon describes a questionnaire used to collect user

satisf{action data [13]. The dats can be used to
parameterize the formula

51=}J:U1J*R1J (1)

vhere

3
wij

the satisfaction of vser i,

the weight User i gives to performance
factor §, and

Rij ® the rav score User i gives to factor j.

Deese describes application of the questicnnaire with
some pomitive results [14]. This spproach is a step 1n
the right direction, but suffers three drawbachs.

Firat, when the 51 sre summed (or averaged), some weight
is needed to represent value of the user to the survey,
for example, technical competence or programmatic
importance. Second, the messure is not designed to aid
in evalustion of proposed, but notl yet implemented
systems. Finally, the spplication of weights o
nonjuantifiable things, such ss Questions 3-6, is likely
to produce guestionable results.

In a recent attempt to determine weight values for
factors i{n a proposed system, few of the tactors gained
consensus [13). The scorea for most of the factors
varied so widely thet no prioritization could be found
that did justice to all respondents. Fortunately,
iteration and comprumise eventually alloved an
acceptable prioritization to be produced.

Another approach recommended by Broaka {16) and
Prittan [17] is to uar a series of successively more
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complete prototypes that converge to the desired system.'! I‘the benchmarks in Refs. 20 and 21 were not actual codes,
(1 ithey were not compiled by ap actual compiler (with its

They claim a near certainty of failure to satisfy the
user with the first system delivered. Furthermose, they
point out that ip practice a series of prototypes will
occur anyhow and that the user should be a party to this
process from the outset. Two examples of this approach,
one modest and the other quite iarge in scope, are
described in Refs. 17 and 18.

In the following discussion of the Cray-1 evaluation at
the Les Alamos National Laboratory, we describe our
experiences in evaluating the Cray-1 and some of the
problems that resulted fror insufficient understunding
of the human element.

3. CRAY-1 EVALUATION

3.1 BACKGROUND

The Los Alamos National Laboratcry is a research and
development lsboratory operated by the University of
California for the Uniied States Department of Energy.
The Laboratory role involves weapons and energy-related
projects. Many of these projects require enormous
computiug power. This power is provided by a netvork of
computers st the Labcratory that includes four Cray
Rescarch, Inc. (CRI) Cray-1 computers, four Cuntrol Data
Corporation (CDC) 7600s, and several CDC Cyber and
6000-serier machines.

Although the Laboratory workload has never been
thoroughly characrterized, it is generally perczived to
consist mostly of large prcgrams ruat dominate
producti~n (night and weekend) periods and user code
development that dewminates the prime (weekday) shift.
By large proagrams wve mean codea that are typified by
some or all of the rollowing requirements:

e several thousard seconds of CPU time on a large
scientific computer,

e multiple megabytes of msin memory, and

e billions of wvocds of high-speed (disk) I/0 per run.

LEVELS OF BENCHMARKS

We have used the following four levels of benchmsrks at
the Los Alamos National Laboratory to evsluate the
performance of the Cray-1s and their associated
software.

Level 1 - Small, hand-coded and op.‘mized machine
language programs (called h--nels) selecred
to repredent important portions of the
projected workload,

Level 2 - Programs or prograr segments written iu
Fortran (more alaborate kernels)

Leval 3 - Programs selecied from current workload.

Level 4 - The actual user workload, which evolves

ove: time.

3.3 CRAY-) BENCHMARKING - LEVEL 1

A set of leve]l 1 beu~hasrks that woulu quantify the
improvement in CPU pover to be expeclted from the LRAY-!
was implemented and run by the Los Alawos Computing
Divinfou during early 196, For one aet of results see
Xeller (20,21},

Keller's worh wan very caretully done snd thoroughly
documented. We extract here just his observation that »a
carefully selected ser of kernels would run fiom two to
\fivo timen faster on the Cray-! than on the CDC 7600.

We further note that Keller's preuictinns were latel
substantisted by benchmarks st Leveln 2 ond 3.

One inevitable effect of these benchanrl rasulta wan
elevation of user expectations cf wora they could
accomplish using the faster machine. Needless to say,

10l
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inherent inefficiencies), and they were not run under a
production operating system (witb its inherent
overhead).

3.4 C(CRAY-1 BENCHMARKING - LEVEL 2

Because compilers, utility programe, ond other system
software for a pew class of supercomputers often lack
capebility and rel)iability, the derision was made to
construct a local version of a Fortran compiler (called
XFC) that would run on the CDC 7600 and generate code
for the Cray-1. Also, an operating system, DEMOS [22],
wvas developed locallv, partly because of the vendor's
modest plans for such softwsre and partly to retain
local control o7er the coocerns expressed by Questions
1-6 stated earlier.

Preliminary versions of the vendor compiler (CFT), the
cross compiler (XFC), and the vendor operating system
(BOS) became available in 1978. Table 1 presents some
Level 2 bencomark results using this moftware. Columns
2 apd 3 represent new capebility on the Cray-1 using the
BOS operating aystem and either the XFC or the CFT
compiler. Columns 4-7 represent existing capability on
the Los Alamos CDC 7600ms using the Livermore Time
Sharing System (LTSS), the SLOPE2 subsystem, and the
FIN1 apd FTN2 compilers. Details of the benchmark codes
are found in Ref. 19.

The benchmarks used to produce the dats of Table 1 sre
primsrily intended to measure hardwvare performance on
certain well specified operations. They were not
developed to measure differences in software, for
exsmple, compilers and operating systems. However,
is tempting to draw conclusions sbout relative
performance of system softwave from these measures.

it

Table ]| shows that the Cray-1 running BOS/CFT was
significantly slower than the existing 74008 ip 3 of the
benchmarks, only slightly faster ip 4 of the benchmarks,
and much faster in 3 of the 10 benchmarks. The BOS/XFC
coebination performed much better, being faster in 7 of
10 benchmarks and slower in only 1 of them.

Performance ratios of nev capability to existing
capability can be determined for individual benchmarks
or for all collectively. Choosing the best value from
columns 4-7 “or each benchmark and summing the run tiamen
gives an overall performance improvement ratio of 1.93
for BOS/XFC over the best CDC 7600 capability. The
individual performance rati{os rang~ from a high of 6.1
to a low of 0.59. The performance ratios were
sufficiently large to indicate that the Cray-1 might
provide significant improvement in computing power.

Table 1. Run Times in Beconds for 10 Renchmark Programen,
July 1978

Bench- BOS BOS LTSS LTSS SLOPE2 SLOPEZ

mark  XFC_ CFT_ FTNL  FIN2  FTNI  FTN
1 28.60 64.8) 49 .32 28.7Y 49.160 29.15
2 15.91 49 .67 34.74 33.68 349 .54 37.81
3 4L6.67 31.80 36.51 52.19 35 .80 49.09
4 26.90 30.27 50.8) 30.00 53.0¢ 33.10
5 150.77 269.08 104.71 90.00 OH 4 a8 a0
6 35.94 30.91 62.50 41.92 [SNIR] 42.174
7 79.60 210,20 402.40 361.20 403.40 366 .40
L} 4.5) 3.24 24.30 21.00 22 .90 20.90
9 14.02 20.66 102.60 B0. 40 97.20 85.79
10 5.0 3061 3191 232 32.K1 2414

Total  407.6y 714,22 919.80 74%5.6% 910.17 10740



Because the results in Table 1 do not suggest whkich is
the clear-cut winning combination, it would be useful to
have a function such as

Authon
f= ? Ri*Pi*Wi (2)
vhere
R. is the performance ratio of benchmark i
* from Table 1,
Hi is the workload fraction represented by the
benchmark,

P, is the probability that Wi will be valid for
an appreciable time, and
i ranges over the benchmarks.

Using function f, we could arrive st s better determi-
nation of the improvement t: be expected in the actual
workload. The existence uf such functions is implicit
in the use of benchmarks, but frequently the function
variables do not have well-established values. The

Los Alamos Computing Division is currently implementing
's project that will automate (to the extent poasible)
collection of values for the Wi in Eq. (2) [23].

INnte that we have summed the times of the individual
|benchmarks in both Table 1 and Table 2. This
essentislly represents using Eq. (2) with a value of 1.0
Pi and & value of 0.1 for the Wi.

Definitinp of a function that quantifies answers to
Questions 1-6 is wore difficult. The variables of the
functiop would probably be difficult, if not impossible,
to quantify; for example, bow much effort is acceptatle
to 8 user when trying to use the system?

Three new operating syatems for the Cray-1 became
svailable in late 1978. The Cray Time Sharing System
(CTSS), developed at the Lawrence Livermore National
Laboratory (LLNL), 3~ »n upgride of LTSS (also developed
at LLNL). COS im ti* vendor system and successor to
BOS. DEMOS was developed at Los Alamos.

There were ~nough supporters of each oferating system
and compiler to justify further study, so another round
of Level 2 benchmarks were produced. Some of the
results are shown in Table 2.

Table 2. Run Times on Potential Systems und Compile:s,
July 1978-Mayv 1979

Bench- BOS BOS DEMOS DEMOS cos CTSS (CTSS

mark  _XFC _CFT_ _ XFC_ NEWCFT _CFT_ _CFT_ NEWCFT
1 28.60 64.8) 30.48 58.80 64.85 66.86 59.34
2 15.91 49.62 17.68 43.76 50.65 - 23.5%0
3 46.67 31.80 80.67 22.% 31,99 132.39 22.84
4 26.90 10.27 26.21 27.12 30.49 231.08 29.58
5 150.77 269.08 153.29 215.05 268.03 274.52 225.19
6 35.94  30.91 34.12 19.14 29.25% 30.2% 20.90
7 79.60 210.20 92.73 142.40 209.80 211.1) 140.42
8 4.5%3 3.246  4.53 2.92 3.25 3.4 3.05
9 14.02 20.66 24,32 16.69 20.64 20.6F 16.9)
10 3.02 61 3.94 ) 2.61 3.5%3 .41

B 3.

Total 407.90 714.20 437.90 357.30 711.30 697.60 844.1
The results iu Table 2 are mixed. The smalleat over-all
run time belongs to BOS/XFC, however considerations
unrelated to perforsance render this combination
unacceptable, For example, XFC does mot run on tte
Cray-1, and BOS is a rudimentary systea that lacks
numerous, necessary fealures.

1f BOS {s eliminated, the two DFMOS combinations aach
capture best performrnve in five cases with DEMOS/)FC
haviog the best overall performance,

la“q has the best overall time.
He1't DEMOS/XFC and CFT still had the best performance, but

U1t 1 XFC is eliminated because of the difficulty of

(1 vompiling on one machine and running on another,
DEMOS/NEWCFT is best in 7 of 10 cases but CTSS/NEWCFT

This indicated that

that CTSS was rapidly evolving. The CFT compiler was
development as these tests were carried out. Some
performance differences are due to different versions
the compiler. NEWCFT is used to distinguish a
significantly Jifferent release of the compiler from
previous releases.

The benchmarks that produced the cesults shown in Tabl
2 vere primarily CPU intensive. A thorough set ot I/0
benchmark studies also were carried out by the

Los Alamor Computing Division, and the results are
reported in Ref. 24.

Tables 3 and 4 contain a sample of the I/0 mezsuresent

data discussed ip Ref. 24. Numerous uther tests were

performed for both DEMOS and CTSS to provide a basis f

systems comparison and also to support users who were
| trying to tune their codes to the two syatems.

Table 3.

Read Transfer Rates per Channel (kword/s)
Buffer Size Number of Channels

x 512 words 1 2 3 4

3 71 71 65 51

l 9 172 157 156 173
18 249 259 245 238

90 381 368 389 367

Write Transfer Rates Fer Channel (kword/s)
Buffer Size Number of Channels

x 512 words 1 2 3 -
3 140 103 69 87
9 173 167 166 168
1P 252 251 244 251
i 90 386 374 381 373
Table 4. CTSS Multichannel Read/Write Teutws

Read Tranafer Rates per Chaune]l (kword/s)
Buffer Size Number of Channels

®_512 words 1 2 3 4
3 79 19 78 78
9 178 179 178 179
18 263 262 263 262
90 425 422 44 422

Write Tranafer Rates Pe’
Buffer Size

Channel (kworc/m)
Number of Charnels

x 5,2 wordy Ao 2 3 A
3 497 413 333 199

9 497 4ab 484 440

1t 495 495 486 494

90 493 46 494 495

3.5 CRAY-1 BENCHMARKING - LEVEL 3

The «ffort required to converi one large umer code to
any of the possible combinations of smvstem software is
typically measured in wsr yearr. To cocnvert numerous
user codes Lo all or evin neveral combinations {2 just
oot realistic., Thus we continued with the choice nf
DEMOS/CFT with very li.tle benefit from Leve: 3}
benchmarxs.

As users converted thuir codes to the chomen systam, a
great deal of Level 3 reauits psured in,
ad hoc and poorly do:umented and much ot it was had

nevs. Generally, the initial complaints wrere that the
chosen system would 1ot pevform s well as one of the

in

of

or

Demos Multichannel Read/Write Tesis, August 19¢

Moat of it war

others and that prog ems were not runnine as wvell sp the

Lovol 2 results predicted. BSome of the difficulty was



predicted by Table 2, which suggests thst none of the
candidste systems could satch BOS/XFC in performance,
The performance problems were usually fixed ooce
identified; see Ref. 25 for detailed examples of the
effort invested in I/0 performance.

As the system stabilized, the users' prograss began to

perforr at a more acceptable level, and the complaints

shifteu from performance problen ward the quality of

the human interface. Samples ze. d from a list of

complaints compiled from user memos ‘e listed below.

Not able to interact with produ. 'on jobs.

Job time limits not deterministic.

Job terminstion procedures inadequate.

Too cumbersome to run short checkout iobs.

Different environments for users and tystem

developers.

A cumbersome, inefficient user interface.

Much file conversion between front-end and back-end

machipes.

. Operating system is too large and correction of
problems often increases its size.

9. Files are not automatically purged after some time

limit.

~ NP WN -~

10. The Fortran library is deficient.
11. The utilities are inadequate.
12. Some jobs sre not recovered after a system crash.

Unfortunately, we had no benchmarks that would quantify
bow well the other systems would perform with respect to
these and the other complaints.

3.6 CRAY-1 BENCHMARKING - LEVEL &

Despite attempts to improve DEMOS by sddressing
complaints like tbose sbove, user dissatisfaction
continued. At the end of one year of operation, the
decision was made to replace DEMOS with CTSS. The
decision wvas based partly on performance issues but to a
large extent was influenced by issues suggested by
Questions 3-6 as stated earlier. Namely, the users had
gained a lot of experience in the use of LTSS (the
predecessor to CTSS) and they fourd it difficult to
adapt to DEMOS, which presented a siguificantly
different interface.

During DCMOS's year as the Cray-1 cperating systenm,
pumerous messurements wvere made to determine the nature
of the user workload and how vell the system was
responding. Theue measurements constituie our Level 4
benchmarks. They consist of the observable effects of
reasl users doing real work and do not rep:esent
repeatable experimenta. We relied, theiefore, on
averages to evaluate how well the system was r~sponding
to user demands for service and alsc to dete aine the
pature of the demands. Table 5 contains data averaged
over several days for some of the performance measures
we collected.

CTSS became fully operational at Los Alamons in early
1980. .~ conversion of user codes to CTSS is virtually
complete; however, only recently has the user workload
become sufficient to psrmit meaningful measurement of
the system activity. Somse of the CTSS measurements are
shown in Table 6. The values in Tables 5 and 6 are not
directly comparable for two reasons:

1. Bome opera.ing system functions charged to the
DEMOS syscem are charged to the user oo CTSS,
actual fraction of the CPU cycles that these
charger. represent in probably about half of those
chargrd to the DFMOS systes.

2. The cegree to which the workloads on the two
syst.ems differ is not known. This reason is more
sevious because it involves the pature of tle two
wi.rkloasds.

The

In srite of a faw problems, many users have anpressed
satiofaction with the CTSS system. Expresnions of

|

“satisfaction often do not include much detail, and we do

not have & long list of features liked by users. Most
of the complaints listed before have not recurred; so we
apsume that those isgsues are now at least acceptable to
CTSS users.

Table 5. Typical DEMOS Performance Data
User CPU I/0 1dle* System User 1/0
Shift Cycles CPU Cycles CPU Cycles Byte/s
Production 85.6% 9.2% 5.1% 200,000
Prime 58.6% 21.6% 19.4% 440,000

*The term 1/0 idle in Tables 4 and 5 represents a measure
of the CPU cycles lost because all memory resident pro-
cesses were vaiting for 1/0.

Table 6. Typical CTSS Performance Data
User CPU 1/0 Idle System User 1/0
Shift Cycles CPU Cycles CPU Cycles Byte/s
Production 76.5% 22.0% 2.4% 960,000
Prime 79.5% 15.0% 6.5% 528,000

4. CONCLUSIONS

Tt was difficult to extract meaningful comparisons of
our benchmarks »t different levels due to the reasons
mentioned ino the previous sections. Those at Levels 1
and 2 seem to be consistent. The Level 3 results,
although less well documented, seem also to be in
sagreement. We are unsure how to extrsct Level 4
measurements that can be compared wvith the lower level
results without better values for the workload mix,
e.g., the variables of Eq. (2).

The users were dissatisfied and coeplained that it was
difficult to be productave using DEMOS; that is, the
assumptions of productivity and satisfaction did not
follow from the good benchmark results at Levels 1-3.
Performance oriented benchmarks, although important,
proved in this .ase to be poor predictors of user
satisfaction and productivity. We suspect that addition
of benchmarks thot address Questions 1-6 directly would
provide a better vase for prediction even if their only
contribution was to alert users to the rough road ahead.

The answers to Questions like 1-6 are gradually accu-
mulating in a variety of pleces, such as trouble
reports, requests for system changes, and in the vast
body of user experience. It is unlikely that the
answers will be well documented. It may aluc be that
different organizations will arrive at different
answers. We believe this to be typical of large
software projects.

Io spite of the fructrations presented here, the Cray-1
has played a key role in support of our operation, and
we continue to have a high regard for our benchmarking
capability. Work is under way to establish function
values that apan our entire computing romplex and
workload for Egs. (1) end (2).

Several lessons learned from our experiences now seem
obvious:

1. 1t {s difficult to extrapolate performance
predictions from lower to higher benchmark levels
because of conflicting factors:

e overhead is introduced by compilers and operating
aystemn,

e somr users tune their programs better than
others,

e natural evolution in most worklosds makes it
difficult to bi sure that the lower level



benchmarks a:curately portray the current
workload,

e system software changes affect different
benchmarks differently, and

® progrsm initialization and clean-up functions are

usually ignored.

2. Users are more interested in their perception of
performance than in benchmark results.

3. The auswers to queations such as 1-6 discussed
earlier are a3 important as p:rformance to most
users.

The following additions to traditional benchmarking may

not improve performance, but we believe they will go a
long way toward improving user satisfaction and
productivity.

o A list of questions similar to 1-7 should be
established through mutual agreement of users and
aystems staff.

e A list of goalz related to performance and to the
questions should be established in siwilar fashion.

© A formal process for periodically answering the

questions and evaluating how well goals are met should

be created.

Two important steps toward addressing Questions 1-7 have

been implemented st Los Alamos. A Pearson survey [13)
tailored to the needs of Los Alsmos users has been
rerformed, analyzed, and documentcd. Information from
this survey and experiece gained from conducting the
survey will help us in defining better procedures for
es*ablishing questions and goals that are important ts
the users. An extengive performance and workload data
collection and analysis effort is underway. Results
from thesc “wo activities are expected to provide much
of the data require. to establish good values for the
variables of Sqs. (1) and (2).
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