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BENCfOIARKING YOUR BENCHMRIS: A USER’S PERSPECTIVE

Richard Brice
LOU A3amoa National Laboratory

ABSTRACT

This paper is intended for ● nyone faced with the responsibility for ccquter brdwarc or ❑oftware
reelection. The content in blaaed toward ●dministrative conmiderntionm, ●lthough c~e tech.nlc~l issues are
presented. The bsslc goal 16 to promote ● role for benchmarking in the cnmputer ●cquisition process that
it significantly broader tbsu that c-only ~loyed. We attempt to do this by showing how n thor~ugh
benchmarking effort (in the UELM1 sense) did not provide ~ufficient information to ●ccurately predict user
satisfaction ●nd productivity. We describe other measures of J sy~tem’c properties th~t should be included
in benchmarking

1. INTRODUCTION

Computer system benchmarking bAs gained wide acceptance
as ● useful approach for predicting ‘&e cnpacity of a
new ccuputer tystem. We view benchmarking ● s one of a
valuable set of tools ●nd ~thodc whereby unera, ■y.stem

●taff, ●PPliclLiOns progr~rm, and ●dministrators can
gain some ~anure of confidence that a rwputer syotem
will perform the detired functions, The literature
contains numcroua well-documented exawples of benchmark
studien [1-5],

A study ● imed ● t predicting the performance of a

cWuter mymt~ is thought to be well done if both the
workload(o) a~d the uyotem response(~) ● rc correctly
modeled. Such studiefi ● rc ●xtremely valuable in the
system ●election process, however they mre ~sually
incomplete becauae they concentrate on demands for

c-uter reoOurcer ●nd i8n0re the h~an ● lement invulvcd
in computing. Tbic omiouion im understandable, because
good ● odelB of the “human element” are in short ●Upply

and ● re difficult to define [6-12].

In thifi >-per wc list ● set of queationa that ohould be
●n-wercd through some fnrm of benchmarking proce~s but
which, in practice, -r, often addressed informally if at
● ll We dencribe rnome nf th. problems ●nd fruntratlons
in ● computer remource epproach to evaluation by
following ● bcnchm~rking activity through several year-
~nd four significantly differe~t lsvels >f benchmark
●ophintlcatiol, Tbe benchmarking wao done by thr
Computing Divioion of the LOB AlamoI National L.aborLtory
to /’valuaLe tbe suitability of the Cray Rsmearch, Inc.
(CR1) Crsy-1 computer ●nd its ooftware to support the
Laboratory’s c~uting needo.

I JLWUW FOR BENC!OfARKING STUDIES—. .—

HOSL benchm~rk studirs could be siinificsntlv imrovcd
if they alto addresmed what tbe mu;hor feclm-are-th?
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How ●asy will it he to tranaport applicatiOnB into
● nd out of the system tind upgrade to the next
system we ●cquire?
How ●any will it be to merge thi6 new capability
with exictlng capabilities?
How rich im the ❑yntem utility software] How +aoy
1- it to ude?
Hnw carry is it to use system calls, JCL, file
r.anagement?
How representative of the workload ● re the
benchmarks?

.4nEwerE to these seven que~tions teem fundamentally
important Co any apeculacion of how productive ●nd
satiofied the users may be, Queetion 7 c~n be
quantified directly in thooe environments that have ●

well-defined and slowly ●volvin~ workload. There i- ● n
ongoing effort ● t Lom Alamoc to en~ure that our
benchmark do reprement the workload. AnswerB to
Queotions I-6 ● re imherentiy less specific; however,
some ●pproschea to this form of benchrking have b~en
described.

Pear30n dencrlben ● questiomaire used to collect u~rr
-atisfa(tion data []3]. The data can bc umed to
parametrize the formula

Si ❑ ~ Wij * RiJ

where

Si = the satimfactlon of
Wij = the weiShL U-er i g

factor j, and

RiJ ■ t+e raw score Uoer

Deeae descrlben ●pplication of

(1)

L’ser i,
ve- tn performance

Sives to factor j.

the quettic.nnaire with



c~let@ PrOtotYpea that converge to Lhe deuired system, II I~the bencbmarku in Refs. 20 and 21 were not ● ctual codes,
I I ltheY were not compiled by ● n ●ctual C~ilCr (with itsThey claim ● near ccrtalnty of failure to satisfy the ,

ucer with the first cy-tem delivered. Furthermore, they ]
point out that in practice ● ■erlem of prototypco will i))(l

iderent inefficiencies), ● nd they were not run uder .
production operating myatem (with its inherent

occur ●nyhow ●nd that the user nhould be ● party to this ‘ ] ( Overhead)
proc~os from the outset. Two ●x~les of this approach,
one modest and the other quite large in ●cope, are
described in Refs. 17 snd 18.

In the following di-cuoaion of the Cray-1 ●valuation ●t
the Lrrn Almmos National Laboratory, we describe our

●werlence~ in ●valuating thr Cray-1 ●nd SOMC of the
problemB that remulted frm insufficient understanding
of the human ●lacnt.

3. CftAY-1 EVALUATION

3.1 MCKGROUND

The LOB Alamoo National bbor~tc~ is ● research ●nd
de~elopment laborato~ operated by the University of
California for the Unlicd State- Department of Enrrgy.
Tbs Laboratory role involve- wempont ●nd energy-related
projectm Hany of these proJtctM require ● nocmoua
c~utiug power. Thi& power io provided by a neLwork of

cqutcru St tbe Laboratory that includes fnur Cray
RecLarch, Inc. (CRI) Crny-1 computcrn, four Cuntrol Data
Corporation (CDC) 7600s, and seversl CDC Cyber ●nd
6000-serien machinet.

Although the hborato~ worklo~d ha- never been
thoroughly characterized, it io generally perceived to
conulat watly of lar&e prc Emma rhat dominate
production (night ●nd weekend) periods snd user code
dcvelo~nt tha~ dominate% the prime (weekday) ●hift.
By large program- we mean code- that ● re typified by
■ - or ●ll of the iollowing requirement:

● several thouoacd mecond~ of CPU time on ● lmrge
scientific c~uter,

Q ●ultiple megabyte- of win morv, ●nd
● bllliont of wo~do of high--peed ~dimk) 1/0 per run.

3.2 LEVELS OF BENCWS

We have used tbc following four levels of bcnchmsrkm aL
the Lon Alamon Nation~l I,aborttory to ●valuate the
perfot-mnce of the Cray-lm and their ●maocietrd
●oftware.

Level 1 -

kvel 2 -

Lcv.1 3 -
L4vcl 4 -

small, hand-coded ●nd op. {mizrd ●-chinr
lan~ua~e pro~ramc (called ke:nelc) ~clec~.ed
to rrprctent important portio.~n of tbr
projected workload,
Pro~ramm or protrar se~tntm written ilf
Fortran (more ~laborate k~rllel-).
Pro~ramm ●elrc,rd from current worklo~d.
ThP ●rtilal uopr vorkloid, which ●volvern
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3.4 CRAY-I BENCfi?fARKING - LEVEL 2

Because compilers, utility progrnmo, nnd other syat~
~oftwarc for a new cla-m of superccmputerfi of Len lack
capability and reliability, the decision waE ●ade to
conatrucc ● local vermion of a Fortran compiler (csllcd
XFC) that would run on the CDC 7600 and generate code
for the Cray-1. Also, ●n operating #y-tern, DEMOS [22],
was developed 10CS11Y, partly becaumc of the vendor’s
modest plans for ●uch ~oftwsre ●rrd partly to retain
local control over the coacernm •mpres~ed by Quentiona
1-6 #Lated ●mrlier.

Preliminaq versions of the vendor compiler (CFT), tbe
cross compiler (XFC), and the vendor operating ayncem
(MS) became ●vailable in 1978. Table 1 pre,enta some
Level 2 bencmmark reoulto uming this ●oftwsre. c01umn6
2 and 3 represent new csptbility on the Crsy-1 using the
BOS operating #ystem ●nd ●ither the XFC or the CFT
coqiler. Columns L-7 represent existing capability on
tbe Lo- Alamos CDC 76000 using the Liver-more Time
Sharing Syntem (LTSS), the SLOPE2 subByrntem, snd the
FI’Nl and FIW2 compilers. Dmtails of the benchmark codes
are found in Ref. 19.

The benchmark- u~ed to produce the data of Table 1 krc
primsrily intended to measure hardwnre performance on
cert-in well specified operntiono. They were not
developed to ■ eamure differences in coftwmre, for
example, compilers snd operating -y~temo. However, it
ii tempLing to draw conclumionn ●bout relative
performance of mymtem softwate from tbeae ❑ eanurca,

Tmblc 1 ■hews that the Cray-1 running BOS/CFI warn
-ignificantly slower than the ●xisting 7~00.9 in 3 of thr
benchmarks, only slightly fa~ter in 4 of Lhe henchmsrkB,
●nd ●uch faster in 3 of the 10 benchmark, The BOS/XFC
combinnlion performed ■uch beLter, being fantcr in 7 of
10 btnchmnrkm and Blower in only 1 of Lhem.

performance ration of ❑ ew capability to exirnling
capability can be determined for individual benchmark~
or for ●ll collectively. Chooming Lhr be-t valur from
columns 4-7 ‘or ●ach benchmark find riming thr run timen
sive6 an overall performance improvemrnl rntio of 1,93
for BOS/XFC over tbt beml CDC 7600 capability, Thr
individual prrformancc ra[lon ranp~ from a high of 6,1
to a low of 0,59! Thr perform~nce rmtiom were
sufficiently large to indiratr thml thr Cray-1 ■ isl)t
provide mlgnificant improvement in computinn powrr,

Table 1, Run Timr=m in Ercondm for 10 Flrnchmark Pro#ramn,
July 1978

Benrh- DOS

●mrk

1
2
3
4
5
6
7
8
9

10
T<)!al

Xfc

28.60
]5,n~

46,6?
2690

15077
3594
7960

4$$3
IL02

5,02
46?69

Flos
cFr

6&>83
4962
31,00
30,27

26908
30,91

210,20
3,24

20bf,
361

iIkzi

LTSS
FTN 1

69, 32
34.74
56.51
30,81

IOL.71
62.50

6U2.M
lb,j(l

102.60
3191

919,s0

LT!iS
ml.—

28,7L
336FI
3239
5L1.ofl
90,011
41 92

367.20
2100
8(1 40

-23,2’)
74’), (1’,

S1.0PE2
mtl 1

sl.(Jl’t2
FTNJ

29,15
37,8”1
69.09
5:),10
nfl If)
4276

36fl L()
2090”
8579
24,14

707’)()

.
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Becaume the results in Table 1 do not
the clear-cut winning combination, it
have ● fwmction such ● B

f. ~Ri*pi..wi

whrre

suggest wtIich in Ill,#VF,. ,. -1,—J--.-A t-------- -x .L- 4.-/,-..1... _r

would beumeful to ‘/

Alllllfll’dlid

!itl.(.

(2) I

Ri im the performance ratio of benchmark i
froa Treble 1,

Wi im tbe workload fraction represented by
benchmark,

.

t

the ‘1
Pi is tbe probability that Wi will be valid for

● ●ppreciable time, and
i ranges over the beocbarks.

Using function f, we could ●rrive at ● better determi-
nation of the improvement t: be ●xpected in the •ct~l
workl~ad. The existence of euch functione i- -licit
in the ume of benchmarks, but frequently the functinn
variables do not have well-established values. The

Los Alamon Computing Division is currently implementing
a project that will ●utomate (to tbe extent posnible)
collection of valuea for the Wi in Eq. (2) [23].

~Nnte that we have n~ed the times of tbe individual
Ibenchg,rk$ in both Table 1 snd Table 2. Tbia

●ssentially rupresente uning Eq. (2) with ● value of 1.0
Pi ●nd ● value of 0.1 for tbe Wi.

Definition of a function tb-t quantified ● nowerb to
Questionn I-6 is more difficult. Tbe variablen of tbe
function would probably be difficult, if not imponeible,
to quantify; for ●xample, bow much ●ffort io ●cceptable
to s uner when trying to use tbe system?

Three new opersting mymtemi for the Cray-1 became
available in late 1978, Tbe Cray Time Sharing System
(CTSS), developed ●t tbe Lawrenc~ Livermore Rational
Laboratory (LLNL), j- un upgrtde of LTSS (also developed
●t LLXL). COS An t~- vrndor syetem and ● uccemsor to
SOS , DEfiOS was developed ●t Los Alamo-.

Therr were -nou~h supporter- of ●ach o~crating system
●rd compiler to justify further ctudy, so another round
of Level 2 benchmarks w~re produced. Some of tbe
remults ● re ●hewn in Table 2.

Tab]? 2. Run Timrs on Potential System und C~ileis,
July 197fl-tfay 1979

Bench- BCIS SOS DEHOS DEMOS Cos CTSS CTSS

I

I

I

I

I
mark XFc CFT XYc NEwcnNEWCFT CFT _.m_ ———.--— —— — —.—. . —— —-.—-

1 28.60 64.83 30.48
2 15.91 49s62 17.6B
3 46.67 31.130 30.67
4 26.90 30.27 26,21
5 150,77 269s08 153,29
6 35,!?L 30.91 3612
7 79.60 210.20 92,73
8 4.53 3s24 4.53
9 14.02 20.66 24,32

50,00 66,85 66,f16 59.34
43,76 50,65 -. 23,50
22,36 31,99 32s39 22,84
27.12 30.49 31.00 29,58

215)05 26803 274,52 225,19
19,14 29.25 30.2; 20,90

142,J0 209,80 211.1,1 140.42
2a92 3.25 3.411 3.05

16.69 20.64 20.61 16,91
10 _5,L~ 3.61 3,94 41 2,61 3,53 3,41-.. -—. — ——-. .-—
Total 407.90 iid:ih ~~~~ii 551.30 711.50 i97.60 564,10

I

I

I
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c~iling on one machine ●nd running on another,
DEtK)S/NEWCFf in best in 7 of 10 canes but CTSS/NEWCFT
baa tbe beat overtll tire. This indicated that
DEffOS/XFC and CIT’ #till had the be~t perforunce, but
that CTSS was rapidly ●volving. Tbe CFT cmpiler was in
development ● n these teats were carried out. Some
performance differences ● re due to rfifferent versions of
the compiler. NEWCFT in used to dintinguisb ●

significantly Jifferent releame of tbe compiler from
previoum relemmes.

The bencburkm that produced the remults shown in Tabla
2 were primarily CPU intensive. A thorough ●et of 1/0
benchmark studies sleo were carried out by tbe
Los Alsmoc Cmputing Divisioo, ●nd tbe results ● re
reported in Ref. 24.

Tables 3 ●nd 4 contain a ■xmple of the 1/0 weanurement
data dimcumned in Ref. 26. Nmroue uther tents were
performed for both DEMOS ●nd CTSS to provide ● baeirn for
nyn:ems comparison ●nd alao to ●upp~rt umerm wbo were
trying to tune their codec to the two system.

Table 3. Demon Yfulticbamnel Read/Write Teola, August 19[

Read Tranafer Rates per Cbso.nel (kWord/s)
Buffer Size Number of Charnels
x 512 words 1 2 3 4——

3 71 71 65 m
9 172 157 756 173

1s 245 259 245 238
90 381 368 3s9 36?

Write Transfer Rates Pe: Cbanoel (kWord/s)
Buffer Size Number of Chsnoels
~ 512 wordn 1 2 3&—.

3 160 103 69 S7
9 173 167 166 1613

1P 252 251 244 251
90 386 374 381 373

Table 4. CTSS Hultichamel Read/Write Teutu

Read Trsnnfer Rater per Chaturel (kwOrd/n)
Buffer Size Number of Cb~MelS
x 512 wordn 1 2_ 3 4-.——

3
——

79 ‘19 70 78
9 178 179 178 170

18 263 262 263 262
90 425 422 4’4 422

write T’rannfer Raten F’e Cbannrl (kword/n)
Buffer Size Number of Char.nrlo
x 5.2 wordu 2 3 4——.- -— ——. — ..-. .— ..-— ..-— .- —..

3— 4:7 413 333 199
9 497 446 404 440

It 495 495 686 494

90 kv7 496 494 495

3.5 CRAY-I B!ZNCNMRKING - LEVEL 3

Th@ effort requ~r?d to cmwrt one larnr us~r codr to
nny of the ponnible toabinaLionn of ●yntem noftvnre in
typically mraeu,ed in UP ye-rl To ccn%~rl numerous
user cod~n Lo ●ll or evm riuvcr-1 mmbinat{onn I* junl
not rasllstirl Thud wc cmtinupd with thr rhoice nf
D&tfOS/CYT vith VPW 11~.tle benef{! frrm Levei 3
benckarmn.

At uerrn convert~d th,lir codas to th~ chonpn eyntnm, ●

Creot deal of Lev,.1 J rpnuitn pcur~d in, Mont of it war
●d bor ●nd poorly do;~nted ~IIrl ●urh UI it wmB hmd
newn, Gencrclly, thr init~al c~laintm wrr~ thot Lhr
chonen ●yntem woIJ1d I,Oi pPIfom ● n urIl ● m ImF of the
otb~rn ●nd that prot:,~mn wrrc not runni!i=. ● . vrll ● n thr
L.?vel 2 rcsultn pr~dl,ct~d. Snu of Lhr difficulty wnn



I
predicted by Table 2, which ❑uggestc that none of t-be
candidate oyctems could retch BOS/NF’C in perfom.ante.
The performance problam were usually fixed ooce
identified; ●ee Ref. 25 for detailed ●xample- of the
●ffort invemted in 1/0 performance.

AO the SY6!M stabilized, the usern’ urosrus beflan to
perforr it ● wre ●ccept~ble level, aid the compiaintn
~hifteo frw perfnrman~e problem ward the qfility of
the h-n interfmce. Samples Eel d frm ● lict of
c~laints compiled from user memob e linted below,

1.
2.
3.
4.
5.

6.
7,

8.

9.

10.
11.
12.

Not able to interact with produ. on jobn.
Job time limitn not determi.nintic.
Job termination procedure inadequate.
Too cubermme to run ●hort checkout ohs.
Different ●nvironments for users ●nd ~ystem
developer-.
A cmbermme, inefficient umer interface.
Huch file conversion between front-end ●nd back-end
mmchines.
Operating oymtem im too large and correctim of
problems often increames itn ~ize.
Filen ● re not automatically purged ●fter some t!-
limit.
The Fortran library i- deficient.
The utilitien ● re inadequate.
Some jobs ●re not recovered ●fter ● system craoh.

Unfortunately, we had no benchmarks that would qtuntify
how well the other ayntemh would perform with respect to
these tnd the other c~laints.

3.6 CRAY-1 ftEliCNMRKING - LEVEL 4

Delpite ●ttempts to improve DEtlOS by ●ddressing
co9Plaintn like tbOBe ●bove, user dis~atimfaction
continued. At the and of one year of operation, the
decision was ■ade to replace DEHOS with CTSS. The
decioioo woo bhsed partly on performance issuem but to s
large extent w-s influenced by issue- suggerted by
Question- 3-6 as ●tated ●arlier. Namely, the users had
gained ● lot of ●xperience in the u-e of LTSS (the
predece-mor to CT’SS) ●nd they feud it difficult to
●dapt to DEHOS, which prenented ● significantly
different interface.

During DHtOS’B year ● m the Cray-1 GperatinI oymtem,
numerous measurements were made to determine the nature
of the umer workload and how well tbe -y-tea usc
responding. Tbe~e meafiurements constitu~e our Level 4
benchmarks. They consiot of the observable ●ffectm of
real usern doing real work and do not reptement
repeatable experiments. We relied, theiefore, on
●varagek to evaluate how well the symtm was r~tponding
to user demands for cervice ●nd ●l-o to dete aim tbr
nature of the demands. Tablt 5 containa data ●veraaed
over several diys for some of the perfomsnce =amurem
we colltcted,

CTSS became fully operational ● t Las AlmoD in early
1980, T’Iu conversion of user codes to CTSS i- vlrtuslly
c~lete; bowwer, only recently has th~ us~r workload
become sufficient to y~rmlt -aninRful measurement of
th- •y~tem ●ctivity, Snmc of th? CTSS measurement- ● re
ubown in Toblc 6, ‘ibe valuem in Tables 5 ●nd 6 hLe not
dir~ctly caparable for two rmaaorm:

1. Bme operhting aycLem functions cbsr~ed to the
DEMOS syc~em ● rc ch~rt~d to the user on CTSS, The
●ctual fraction of thr CPU cycle- that theie
char~et, r~premrnt in probably ●bout half of thom-
chnrg~!d to thr DRHOS nymtem,

2. Thr ti~~rcc to which the worhload~ on th~ two
nyztama differ im not known. This reason is mre
●r?:iouo becaumc it Anvolv@c th~ naturr of ttm two
wr,rkloodm,

In •~it~ of a raw problems, ●any um~rm h~v~ •~r-~md
●atimfaction with th~ CTSFI systrm, Bxprecuionc of

1
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I
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I
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satisfaction often do not include ■uch detmil, and we do
not have ● long lint of featuren liked by umers. HoEt
of the coaplaint~ litted before have not recurred; co we
● nsume that those icnues are now at leant ●cceptable to
CTSS users.

Table 5. Typical DEHOS Performance Data

Umer CPU 1/0 Idle* Sy~tem User 1/0
Shift * *%* Cpg :fle’ *
Production
Prime 58:6% 21:6% 19:4% 440:000

Whe tem 1/0 idle in Tables 4 and 5 repreBente a measure

of the CPU cycles lent because all mmory reaidenc pro-
ceaaeo were waiting for 1/0.

Table 6. Tgpical CTSS Performance Data

User CPU 1/0 Idle Svkltem U~cr 1/0
Shift cycles CPU Cycles CPU Cycles Byte/s
=d= 76. 5% 22.0% 2.4X 960,000
Pri- 79.5X 15.0% 6.5% 528,000

4. CONCLUSIONS

!t wafi difficult to ●xtract meaningful comparisons of
our benchmarks ●t different levelu due to tbe reasonB
mentioned in the previous cections. Those at Levels 1
and 2 seem Lo be conoiatent. The Level 3 renults,
●lthough leca well documented, ●eem also to be in
●greement. We are unsure how to ●ztract Level 4
measurements that can be compared with the lower level
results without better vslues for the workload ❑ix,

●.c.t the v~ri~blefi of b (2).

The u~ere were dissatisfied ●nd complained thst it was
difficult to be productive uoing DEHOS; that 1s, the
●ssumption of productivity ●nd ●atimfaction did not
follow from tbe good benchmark renults at Levels 1-3.
Performance oriented benchmarks, although imporLant,
proved in thin ~ase to be poor predictors of user
satisfaction ●nd productivity. We mu~pect that addition

of benchmsrkm th,~t ●ddreoa Questiono 1-6 directly would
provide ● better ba~e for prediction even if their only
contribution was to ●lert umers to the rough road ●head.

The ●nswer- to Queotions like ]-6 are gradually ● ecu-
■ulating in ● variety of places, ouch an trOu;jlp
reporto, requests for system changes, and in th~ v~st
body of umer ●xperience. It is unlikely th-t the
answers will be well documented. It mky S1U6 be that

different or~anizationn will ●rrive ●t different
●rowers . We believe this to bc typical of largr
■oftware projects.

In ●pite of the fruntratlons premented hrre, thr Cray-1
has played ● key role in ●upport of our operation, ●nd
we continue to have a high regard for our benchmarking
capability, Work ia under way to eotablimh funcLion
raluer that mpan our ●tire comoutinm Comlex ●IId
worklotd for~qs, (1) ●nd (2). - - -

Several le~son~ laarn~d from our ●xprrirncrs now
obvioum:

], 10 ~m diffl(u]L to ●RtrapolatP performance

predicLionn from lower to high~r brnchmark
b~causc of conflicting fartors:

mrem

rvr 1n

● ov-rh~ad lB introduced by compllrrm and oprrntiog
nysi~mm ,

● oomr umrrm tunr thrlr pro~rams b?ttrr than
others ,

s natural ●volution in mo~t workloads makFs it
difficult to bt sure that the lnwet Irvrl



2.

3.

benchmarks a~curately portray the current
workload,

● system software changes ●ffect different
benchmarks differently, ●nd

● progrfim initialization ●nd clean-up function6 ● re
usually ignored.

Users are more interested in their perception of
performance than In benchmark results.

The auawera to auentiona much ● s 1-6 djacuancd
earlier ●re ad fmportamt as pxformance to met
usern.

The followins ●dditions to traditional benchmarking may
not improve performance, but we believe they will go a
lon8 vay toward improving uoer matimfaction and
productivity.

●

e

c

A lint of quemtiona similar to 1-7 ■hould be
●stablished through ■utunl •~reemeht of users ●nd
❑yatema mtaff.

A lict of goals related to performance ●nd to the
questions rhould be ●stablished in aiuilar fashion.
A formal process for periodically ●novering the
querntians- and ●valuaL~ng how well Soala ●r~ tit chould
be created.

Two important ■teps toward ●ddressing Queationn 1-7 hsve
been implemented ●t Los Alamoa. A Pearson nurvey [13]
tailored to the needa of Los AISWS uoers has been
performed, ●nalyzed, ●nd documented. Informtition from
this ●urvey #nd ●xperie,tce gained from conducting the
nurvey will help ua in defining better procedures for
●fi~abliahing questions ●nd goals that ● re i~Ortant ta

the ucern. Am ●xtensive performance and vorkload data
collection ●nd analymio ●ffort i- underway. Renulta
from tbesc two ●ctivities are ●xpected to pro~~ide much
of the data requirt~ to ●ntablish good values for the
variables of Sqs, (1) ●nd (2).
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