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Abstract

Monte Carlo calculations of a bismuth-
germanate scintillator's efficiency agree
closely with experimental measurements. For
this comparison, we studied the absolute
gamma-ray photopeak efficiency of a scintilla-
tor (7.62 cm long by 7.62 cm in diameter) at
several gyamma-ray energies from 166 to 2615
kev at distances from 0.5 to 152.4 cm. Compu-
ter calculations were done in a two-dimension-
al. cylindrical geometry with the Monte Carlo
coupled photon-electron code CYLTRAN, For the
experiment we measured ll sources with simple
spectra and precisely known strengths., The
average deviation between the calculations
and the measurements is 3%, Our calculated
results also closely agree with recently pub-
lished calculated results.

Introduction

The inorganic scintillator, bismuth ger-
manate (BCO), has a number of properties that
make it an attractive alternative to the wide-
ly used sodium jodide for some spectrometry
applications that do not require the better
resolution of sodium iodide, Our application
is one of those cases. We are developing the
instruments and measurement methods for oh-
taining, in situ, spectrally derived Jdose
rates attributable to multiple, spatially
extended sources emitting both neutrons and
gamma rays in physjically complex geometries.
As a parallel effort, we are continuing to
develop the computational tools to simulate
the neutron, photon, and electron transport
for these cases. In particular, in part of
this program, we are interested in validating
the computed results of the transport of pho-
ton flux spectra. The specific properties of
hismuth germanate that make it attractive for
these measurements include a relatively small
response to the neutrons in the mixed radia-
tion field (because of the comparatively small
neutron cross-sections of the constituent ele-
ments) and a large photopeak-to-Compton con-
tinuum ratio that results from the higher den-
:1t¥ of bismuth germanate compared with sodium
odiAe,

Because the objective of the validation
program is to compare calculated and measured

*This work was supported by the United
States Dapartment of Eneray.

photon flux spectra, we have initially chosen
the simplest test case to confirm that it is
possible to calculate the actual response of
one of these scintillators to point gamma-ray
sources in free fields. 1In addition, the
response-function matrix for the detector has
been developed from interpolations of analyti-
cal function fits to the individual measured
responses to monoenergetic gamma-rays. Once
the response-function watrix is available, the
detector pulse-height distributions can be un-
folded to provide measured photon flux spectra
for comparison with calculated photon flux
gspectra, We beli~ve this step to be well un-
derstood. We are most interested, therefore,
in comparisons of the calculated and measured
pulse-height distributions.

In the sections that follow, we describe
the Monte Cario ~ode used to calculate the de-
tector response, the measurement methodology,
the analytical function fits to the efficiency
and resolution parameters, and the comparison
of the measured and calculated photon pulse-
height distributions,

Calculational Method

To calculate the de{ector response we em-
ployed the code CYLTRAN: (coupled TRANsport
of electrons and photons in CYLindrical geom-
etry) that combines a condensed-history elec-
tron Monte Carlo technique with a conventional
single-scattering photon Monte Carlo technique
to simulate the transport of all generations
of particles (cascade) from several MeV to
1.0 keV for electrons and Lhotons. The model
is more accurate at the higher energies, with
a less rigorous treatment of the particle cas-
cade at energies where shell structure of the
transport media becomes important.

The electron transport includes energy-
loss straggling; multiple elastic scattering
(angular straggling): and the production of
knock-on electrons, continuous bremsstrah-
lung, characteristic x rays, and annihiiation
radiation. The photon transport allows photo-
electric, Compton, and pair-production inter-
actions, and possible subsequent generation
and transport of the corresponding secondary
particles. Detailed electron transport ls
employed down to a preset energy cutoff, at
which poinct the electrons are ranged out
along a straight path trajectory. The treat-
ment of photoionization and electron impact
jonization, as well as relaxation by fluores-
cent and Auger processes, are considered only



in the case of the K-shell of the element
with the highest atomic number for a given
material.

The generation and subsequent transport
of the cascade components automatically pro-
vide comprehensive energy deposition informa-
tion. This naturally allows one to tally, for
given Monte Carlo cells, the spectrum of ab-
sorbed energy from each incident source parti-
cle, including *he effects of the cascade.
The tally answers the following basic ques-
tion: how much energy is deposited in a re-
gion of interest by a given source particle?
Thus, a score in this context represents a
normalized count within an energy channel of
the weight of a particle that loses AE as it
is transg-rted through the detector volume.
With this information, counts (particle
weights) can be scored within energy-loss bins
(channels, to provide the spectrum of absorbed
energy. These data are tnhen folded with an
appropriate detector broadening function to
yield the pulse-height distribution funation.
The entire tally procedure closely parallels
the operation of a multichannel analyzer.

Exper imental Method

Measurement Details

The detector studied contained a 7.62-cm-
long by 7.62-cm-cdiameter bismuth dermanate
crystal with a resolution of 14.6% (full width
at half maximum) at 662 keV. The crystal,
supplied by Harshaw Chemical Company, was
mounted on a photomultiplier tube in the Har-
shaw standard integral assemdbly. The detector
was supported on a low-mass tripod at least
1.5 m from tne nearest object to minimize
scattering effects.

Eleven point sources with simple spectra

were used to ¢coyer th rang from 5.9
3 14,6 Est f ;Ce 83 glCr {g ;

sc, 137cs ‘65 Zn, 9Y and 20 Tl The
manufacturers uho supplied the sources certi-
fied their strength, However, for confirma-
tion, we recaliprated the first ten sources
with a nigh-purity qermanium detector against
a Netional ?ggonu f; Stundard mlxed source
containing Sgu, and 15%gu. The
intensities of thc gamma-ray 11nes in this
mixed source had uncertainties of <0.7%, We
assigned a total uncertainty of 3 to 5% to our
source stregashn. There was no need to recal-
ibrite the TL source since it was supplied
by the National Bureau of Standards with an
uncertainty in intensity of the 2614.6-keV
line of 2.00%., When nsed with the BGO detec-
tor, each source was suspended by tape to min-
imize scattering. The calibration distances
from the mource to the front of the dotector
were 30.5, 61.0. 91.4, and 152.4 cm, which
correspond to distances uied in various
relevant applicatiowns.

The pulse-height Aistributions were ac-
gquired with a LeCroy 3500 Aata acquimition
system. The d-adtime war a'ways leas than
20% 80 that fileup and other count-rate
effects were fnaignificant. The meamurementsa
took place ({n thy hasement of a large concrete
building to minimize the interfsrence from
exper imenta in other huildinas. Background
pulse-heigh: Afstrinhurionn were acquired and

used to correct the source pulse-height dis-
tributions.

Data Analysis

To determine the experimental photopeak
efficiency, it is first ne_cssary to deter-
mine the photopeak area. For simple spectra,
the sum of the counts in a window containing
the photopeak is a good approximation. The
window should extend approximately from the
minimum between the photopeak and the Compton
edge to a point well down on the high-energy
tail. This approximation is used in the com-
parison with the Monte Carlo calculation des-
cribped in the following section.

The above approximation includes small
contributions from the low-energy and high-
energy tails. To remove these contributions
& Gaussian function with low-energy and high-
energy polynomizl cails was fitted to the
photopeak. The function is given by

yi(x) = yo<{exp [-(x-xo)Z/ZO]} [1 + ul(x-xo')4
« az(x-x9)12 + ay(x-xg)¥4 « 04(X‘x0)12]:
where

Y = calculated count in energy channel x,

X0 ™ energy channel at the center of the
gaussian function,

0 = gaussjian width parameter,

ay, a2, a3, ag = coefficients of the
polynomials,

a), az = 0 for x > xg, and

a3, a4 = 0 for x < xg.

Figqure 1 lhggl a fit to the 279-keV
photopeak from 2 In general, the low-
energy tail is :1gn1£1c1nt but the high-energy
tail can be ignored. Our experisnce shows
that fo. complex pulse-neight distributions,
the tail contributions range from 0.6 to 8.0%,
with the larger contribution observed for the
lowar energy portions of those distributions.
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For the most accurate determination of
the photopeak areas in complex spectra we have
used the complete response function as a func-
tion of energy. Detailed descriptions of
these procedures have been glven elsewhere.?
For the purpose of this report, we have com-
pared only a measured pulse-height distribu-
tion with the calculated one for the_response
to the 662-keV gamma radiation from 137Cs,

The measured distribution contains features
that result from the presence of a photomulti-
Plier tube and were thus not free-field mea-
surements. Most notable of the features at-
tributable to these surroundings is the promi-
nent backscatter peak observed in the neigh-
borhood of 200 keV in the distribution shown
in Fig. 2.

The absolute photopeak efficiency is
easily determined from the photopeak area and
the gource information. The absolute photo-
peak efficiency is determined by dividing the
number of counts in the photopeak by the num-
ber of gamma rays with the correct energy
emitted by the source. The intrinsic effi-
ciency is given by the absolute efficliency
divided by the fractional solid angle sub-
tended by the front face of the detector.

The results are listed in the Table.

Compariscn of Calculations with Measurements

Photons exhibiting specific energy loas
in a detector volume are counted in corre-
sponding energy bins (channels) using a multi-
channel analyzer, which eventually yilelds a

~ EXPERIMENTAL 1
] -~ CALCULATED

COUNTS/GAMMA RAY

T 7 T Y T T
0 60 120 W0 240 300 380 420 480 340 600 680

ENERQGY (keV)

Figure 2
Comparison of the measured and calculated pulse-
height distributions for response to ths 662-keV
gamma rays from 137cg, The difference at 180 ke’
results from backscattering not being included in
the calculstion.

pulse-height distribution. CYLTRAN, using a
special tally, simulates the generation c¢f the
pulse-height distribution by following the
transport details of the photon-electron cas-
cade in multimedia cylindrical geometry.
Pulse-height distributions are sensitive to

TABLE
COMPARISON BETWEEN CALCULATED AND EXPERIMENTAL
EFFICIENCIES OF A 7.62-cm x 7.62-cm BGO DETECTOR
q—'—: L - ____ __ |
Distance Between Source and Detec:tor
0.5 om 61.0 cm 91.4 cm 152.4 cm
Calcu- Exper |- Calcu= Experi= Calcu- Experi- Calcu- Experi-
Ey lated menta lated menta lated menta lated menta
(MeV) (x10°3) [ (x10-3) (x10=4) [ (x10-4) (x10°4) | (x10" (x10=4) | (x10=9)
r=1==an==ﬁ=1-=-u-== FLA, T___ -
0.1659 3.32 -== 8.56 8.29 .82 --- 1.39 -e-
0.2792 .39 31.38 8.8 8.%56 3.9 4.11 1.44 1.49
0.3200 - - 9.01 9.20 .- == .- ---
0.3914 .28 31.10 8.7} .70 1.92 == 1.42 --
0.4776 —-- --- B.49 8.3 .- --- --- ---
0.%140 -——- --- 8.45% 8.64 --- --- - ---
0.6617 2.90 31,04 7.97 8.24 ). 64 .- 1.4 -
0.8348 t.82 2,82 7.54 7.15% 3. 45 3.3} 1.2% 1.20
1.119%9% 2.46 2.49 6.76 6.8] .07 r-- 1.15 ~=-
1.836 --- --— 5.51 6.09 --- -—- .- -
2.6146 1.68 1.66 4.8% 4.4) 2,17 2,08 0.797 0,731




the geomet- ' and the materials of the detec-
tor. Figure 3 illustrates the CYLTRAN model
»Jeometry and materials used in our Monte Carlo
simulations; most of this information was ver-
ified through the manufacturer. The geometry
is cylindrically symmetric about the "dashed
line.® The 7.6-cm by 7.6-cm BGO crystal has
an aluminum case (0.05-cm thick) surrounding
the front and lateral sides of tne crystal
cylinder. 1Internal to the aluminum at the
front of the detector are layers of sponge
rubber and polyethylene (0.l1-cm thick) that
we have assumed to be 100% polyethylene.
Finally, there is alsoc a magnesium-oxide re-
flector (0.2-cm thick) adjacent to the frort
end and lateral sides of the crystal. Also
indicated in Fig. 3 is the point isotropic
source at some representative distance from
the fron. face of the detector. rulse-height
distributions were calculated at different
source-to-detector distances. The photomul-
tiplier tube is shown for completeness; how-
ever, because it contributes less than 20\ to
the 180° backscatter, it wam not explicitly
modeled in the Monte Cirlo simulations. Simi-
larly, the concrete walls of the room in which
the empirical data were acquired were not in-
cluded in the Monte Carlo simulations.
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Filgure 1
Geometry of the model used for the CYLTRAN code.

The first calculation was the pulse-
height distribution for comparimon with the
measured spectrum. The experimeT§,1 and cal-
culated results fnr response to Cs ¢amma
rays of 662 keV are shown in Fig. 2. The pho-
topeak and Compton edge agree very well when
the following points are conksidered. In the
calculation, the photopeak has a §-function-
like distribution. However, in experimental
pulse-height distributions the finite resolu-
tion of the detector produces broadened photo-
peaks. For example, the full width at half
max imum o{ 5h. photopeak for the 662-keV gamma
ray from 137Ca {8 14,6V {n the measured pulse-
height distribution. Therefore, in the calcu-
lation the photopeak energy bin was extended
down to %32 keV for comparison of the detector
efficlencies. The experimental arma of the
photopeak was t .ken as equal to the sum of the
counts betwean a point well out on the high
¢« erqgy tall and the %)2-keV point that {s in
the valley betwean the photopeak and the Comp-
ton edge of the experimenta! pulse-height dis-
tribution, Becaume of the manner in which the

photopeak area was compared with the experi-
mental value, too many events were allowed in
the calculated photopeak, exaggerating the
peak-to-valley ratio, These feature differ-
ences between the measured and calculated
pulse-height distributions are evident in
Fig. 2. We are confident that a more accurate
accounting of photopeak events would show a
much hetter agrcement in thim region between
the two di~trioutions. The lack of account-
ing for the Lackscatter peak in the calculat-
ed distribution (discussed above) is also
obvious.

Calculacions of efficiency were carried
out for source-to-detector distances of 30.5,
61.0, 91.4 and 152.4 cm and for gamma-ray en-
ergies ranging from 165.9 to 2614.6 keV. The
results are summarized in the Table and are
also plotted in Fig. 4, The results of calcu-
lations and experimental measurements are in
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Figure 4

Comparison of the measured and calculated abso-
lute photopeak efficiencies at four source-to-
detector distances. The average deviation
between the calculations and the measurements
is v,

excellent agreement. The log-log plots of de-
tector efficiency versums energy are relatively
simpla and smooth, and can be fitted with the

function
4]

tn(eff) = 2 C| (tn E)i-}
f=]

Over the energy range of 165%.9 to 2614.6 keV,
4 three-term polynomial suffices {n all four
cases for agreement within a 3% uncert: inty,
We list the resulta of the polynomial ' it by
increanming distancu betwean the source and the
detector (F ia the energy of the gamma ray f{n
MeV)



At 30.48 cm,

tn(eff) = -5,94439 - (0.351874_* &n E)
- [0.121219 * (&n E)2].

At 60.96 cm,

tn(eff) = -7,24455 - (0.317178 * &n E)
- [0.116187 * (&n E)Z2].

At S5i.44 cm,

tn(eff) = -8,03206 - (0.309594 * &n E)
- [0,12088 * {(&n E)Z2).

At 152.4 cm,

tn(eff) = -9,03325 - (0.303561 * n E)
- [0.122084 * (&n E)2].

The energy resolution of the BGO detector
as a function of gamma-ray energy was deter-
mined from experimental pulse-height distribu-
tions., Figure 5 is a log-log plot of percent
resolution versus ganma-ray energy., Within
the energy range of 165.9 to 2614.6 keV it
can be described by a simple function
in(resolution) = 2,42311 - [0.459364 * Ln(E)}],
where resolution is expressed as a gercentage
and energy is in MeV. S. A. Wender” reported
that for gamma-ray energies above 6 MeV, the
resolution is 6% and is limited by the low
energy tail due to escape radiation.

D. W. O. Rogers reported Monte Carlo cal-
culations of detector response functions in
Ref. 4. His results for the photopeak effij-
ciency for a bare BGO detector with source-
to-detector distance of 10 cm are plotted in
Fig. 6 along with results from CYLTRAN calcu-
lations. The agreement is very good,

Summary

In principle, ZYLTRAN also can be used to
calculate accurately the ratios of photopeak
to first escape peak ard photopeak to second
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Figure 5
Plot of the detector resolution as & function of
gamma-ray energy. The ex, ression, n{resolution)
w 2.4231)1 - 0.459)64 * Ln(enerqgy), is a fit to
the experimental data.
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rigure 6
Comparison of the previously reported calculated
values of photopeak efficiency versus energy with
the present results. The excellent agreement
verifies that the results from CYLTRAN and Rogers
are conslistent,

escape peak. These numbers can be helpful in
resolving experimental photopeaks from escape
peak3 and in determining the energy resolu-
tions of BGO detectors for gamma rays above

6 MeV.

We have shown that Monte Carlo methods
embodied in the computer code CYLTRAN are
suitable for the generation of bismuth-
germanate detector response functions and
photopeak efficiencies. This procedure has
been adaquately validated by a comparison
between a significant body of experimental
data and the simulation of those measurement
data using the code., The simulation agrees
with the comparable measurement to within 3%,
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