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ABSTRACT

The {deas of the two-field (6 equation model) and drift-flux (4 equation model) description of two-phase
flows are presented. Several example calculations relating to reactor safety are discussed and comparisons of
the numerical resalts and experimental data are shown to be in good agreement.

I. INTRODUCTION

In many reactor safety problems, the presence of several phases such as bubbles, chunks, or droplets im-
mersed in a continuous flnid introduces the pussibility of time-dependent relative motion, and accordingly, the
mathematical description requires more than one set of field variables to adequately specify the dynamics. The
two-field or six-equation model offers the most comprehensive and detailed description of two-phase fluid dynam-
1{cs [1]. 7Tt is based on separate sets of field equations governing the two~phase dynamics. The model is formu-
lated on six conservation equations, {.e., mass, momentum, and energy for each phase, coupled through the condi~
tion of pressure equilibrium between phases, equation of state data, and the threu required constitutive rela-
tionships for interfacial exchange of wass, momentum, and energy.

For many prohbleme in reactor safety analysis, the full two field model may be simplified for a two-phase
mi xture in the drift-flux approximation. In this model, the fluid is treated as an inhomogeneous mixture with
terms descrihing motions of the center of mass and the deviations due to relative phasic velocities [1].

We will hriefly nresent the mathematical models and then apply them in their numerical approximation to a
few examples.

IT. MATIEMATICAL MNDELS

In the miltifield formulation, each phase {s governed by a separate set of field equatrions for mass
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The equation-of-state may be expressed as p = o(p,I1), T = T(p,1), or p = p(p,1), T = T(p,1), in which the micron-
scopic denmity, ¢, is related to the macroscopic density, p', aad the volume fraction, a, by p = p'/a, Tt in
{mnlicity in this furmuilation that summing the voluna fractions over all filelds is {dentically equal ¢n unity.

Tn fqu. (1=3), intecractions betwoen the phames due to phasa trannitiona are described hy sp. §m‘ and Si which are
respectively, sourcer or minka of mass, momentum, and {nternal energy c‘ensity. Additional coupling hetween the

rhanen exints through the ef”ective drag function K, where u im the mean resiative velocity for the phane, and
the energy oxchange function R, vhore T {s the mean exchange temperature for that fi{eld. Other termw accoun, for

the ef foacte of viscous riraas, U. viscous work V’
momentum exchange, A.

A ninerical method for the transient, two-dimensional, two~phase solutton of fqe. (1-3), with the aemumprion
that the liquid im incompreseible, was firet proposed by Marlow and Ameden [2] and {mplemented in the KACHIMA
code [3]. The field eyuations are implicitly coupled in their numerical representation to allow for strong in-
terfac{al momentum interactions and use {a mado of the Impliett Continuous-fluid Lulerfan (1CE) technique [4) to
allow for beth low-speed and high-speed flow calculations. The resulting numertcal technique {s referred to as
the Inplicit “ult{-Fleld (IMF) method. K~FIX (KACHUINA-Fully Implicit EXchange functiona) [3) followed KACHINA
with the follosing Thprnvcmohtnl (1) full compreuuihtllty in Fbth fields, (2) lmpltcit caleulation of the vold
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The source terms for the liquid field equations in K-FIX are:

(s)

ol = Jc -1J

where Je and Jc derote the .aass transfer per unit time and volume dur to vaporation and cucndensation, respec-

tively;

where Gv and Gl represent the vopor and liquid velocities, respectively (Note that the velocity of the donor ma-

tieral Js used in this momentun relationahip as a first order approximatior to the effective mixing velocicy at
Lhe vapor~liquid interface); and
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where hv is the specific enthalpy of the vapor. The source terms for the vapor fleld are written in similar
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fashion am (Sp)v - Je - Jc‘ (Sm)v - Jeul - quv’ and (Si)v + ;;— T + uv-'Jpv - (Jc - Jc)hv ~ 0o T + V-(uvuv) .

The viecous stress termm are Vl - V-(ulal) and vv - 7-(uv3v) wiich involve the us.al Newtonian stress ten-

anr, Gl and ;v' for the liquid and vapor, respecti{vely. We aseign the momentum exchanpge dissipation, A, due to

drag and phase change to the vapor energy in the form

2
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ant the vimcous work termm are piven by (vi)l o) °151'(VG1> and (V1>v - uvav-(VGv)-

The wet of fi{eld equations we have discussed above ia wriiLien irn finite difference form for thelr nunerical
avlution by an extensi{on nf the IMF technique. This semi-implicit method allows for all degrees of momentum cou-
pling hetween the fielde, from vaery loose as occurs in separared flows to very tight coupling as occurs {n dis-
perr+d flows. It also allows both supersonin and far subvonic or incompresmible regions without time step re-

strictions other than the classical material velocity !{ ‘'tation, &t < éx/u. This (e accomplished by implicitly
trenting those terms having to do with signal propagution and {nt rfacial momentum tranafer. In addition, expe-
rience vith two fl{eld modeling has shown significant time step advantages by impiicitly coupliang phane transi-
tions and {nterfacial heat transfer to the fluid dynasics. Basically, the {dea is to implicitly treat all of the
tnterfacial exchange terms and the pressure terms 8o that at the end of the {teration procedure the veloclitien,
temperatures, denaities, and the oressure are all consierent with tha affects of the interfac!al mxchange terms.
The importance of this coupling can be pointed out by considering the effsctu of phasze transitions not dcconnted
for {n the ICC pressure {iteration, and therefore, not influencing tha dynamics. Inaccuracies may be {ntroduced
fn the propagation of compression and rarefaction waves when significant phare change occurs during a single time
step. In addition, a large phase change in a sing’e time wtep may almo drive the rquation-cf-state pressure far
from the value arrived at in the pressure iteration; sov excassive iterations may he reguired to solve the implic-
it equat{ons in the next t{me cycle. 1In axtre.m cases, the pressure ca- begin nscillatina from time cycle to
timr cycle, and the prensure iteratinn may eventually fail to .onverge. Tighter coupling between tha pressure
fteration and the explicir phase tranaition can be achieved, which would diuinish or eliuinate the prohlems dise-
cunaed ahove, by significantly reducing the time atap. This would lead tu a atahle and mure accurate anlution
hut the prohlem computer run time may hecome prohihitiveiy long.

For many problems in reactor safety analysis, the full two field mode. may bhe simplified for a two-phame
mixture in the drift approximation. The S0LA-DF (§OLutfon A'gorittn=-Drift Flux) [6) computer code wolves the
t {mp~Aependent, two-dimensional drift flux furmulation. If we dafi-e the mixture denaitv san he sum of the mnac-

roacropic liqutd and vapor denafties, Py pi + p;. the maps average velocity, Gn, {g dAsfined {n such a way that
= s , - - . i " -
Pt carries the total momentum of the two-phase mixture, Pl - plul + Pyt and a relative velocity, U be

tween the two phases as Gr - Gv - Gl' then it {9 strafight forvard to derive the mixture mass equatinn
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The equations-of-state and the drift convection of the specific internal energy equation reqiire the

knowledge of Iv and I!' Several possibilities are available:

(1) Assume that the liquid and vapor phases are at the same temperature, or
(2) Uhen the heat conduction hetween phases is 3mall, assume that the vapor phase {s at caturation with tha
local pressure.

Another indepandent relatinnship i{s needed for closure. An expression for the relative velocity Gr' can bhe de-

rived [7] from the momentum equations., Basically, one neplects the phase transition and viscous atress terms,
and rewrites the reduced momentum ecquations in nonconservative form by subtracting from each the prcper continai-
ty equation, neglecting phase transition terms. These resulting equations are subtracted from each other yield-

{ng transpor: equations for Gr'

e can estimate the drag function K from the drag on an {ndividual bubble (or droplet) times the number of
buhbles (droplets) per unit volume, N, by

oS - 12v
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where

a = a ve oy (- for ag 0

a " (l-a), v= v @ ‘z'sfor a> 0.% .

Cd {n a drag coefficient (penerally of order unity), S is the cross-sectional area per unit volume cof bubbles
(dropletn) with radfus L



3 and r, =y, 1f G < 1/2

b

A -9 e =, 1fad1/2 ,
4rd o d

and v {s the kinematic viscosity. The average radius is related to the number density by the expressions
L (JallmN)”3 for a < 1/2 and ty [3¢1 - a)/uN]U3 for a > 1/2. The bubble number N is often assumed to be

a constant independent of space and time. This, of course, is an approximation that will not work when preferen-
tial nucleating sites are desired. Although N must be estimated for each calculation, a locally variable N can
sometimes be estimated in terms of a critical Weber number. Modifications to these expressions for more complex
flows than individual bubbles or drops are discussed {1 Ref. (8].

Like K~FIX, SOLA-DF makes use of a gemi-implicit formulation in which a variation of the ICE technique is
implemented to obtain the numerical solution of Eqs. 4-8.

1I11. EXAMPLE: CORE~BUBBLE DYNAMICS FOR LIQUID METAL FAST BREEDER ACCIDENT ANALYSIS

Safety analysis of the liquid-metal fast breeder reactor has focused on hypothetical core~disruptive acci-
dents. 1In one hypothetical scenario, a sudden increase in fuel temperature due to a power burst causes the fuel
to melt and vaporize at verv high pressures. The expanding bubble of fuel vapor can then vent through the upper
cove structure into the sodium pool that covers the core region.

The dynamics and energy yield of this bLubble ejection must be determined hefore we can assess the mechanical
work that would be dune by the sodium pool on the vessel head. The dynamics of the bubble expansion have been
simulated hy experiments in which a chamber filled with high-pressure air is ruptured and the resulting high-
pressure jet of air expands into a water-filled chamber above. Shown in Fig. 1 are frames (courtesy of Argonne
Nat{ional Laboratory) from a high-speed motion picture of one exjariment and corresponding plots of marker parti-
cle configuration and velocity vector fileld calculated with K-FIX [5].

As a diaphragm to the high-pressuce chamber is ruptured, the surge of air increases the pressure in the
vater-f{lled chamber. The momentum imparted to the water leads to an overexpansion of the alr and a subsequent
drop in hubble pressure. The pressure continues to decrease until 28 milliseconds when the bubble reaches {ts
maximum volume. The bubhle begins to collapse into the toroidal shape shown st 40 and 50 milliseconds. During
the collapse the bubble pressure increases from the downward-directed momentum of the water. Beyond 50 millisec-
onds the pressure tends to equilibrate, and the bubhle breaks up under the action of turbulence and buoyancy.

Tha velocity vector field shows a spherical distribution at 10 and 20 milliseconds. At later times, the
bubnle collapse is evidenced clearly by the reversal of the velocity vectors and the econdary-flow vortex pat-
tern set up between the centerline and outside boundary. The vortex becomes smaller until at 50 milli{seconds it
{s isolated in a corner with most of the velocity vectors directed toward the lower chamber opening.

Calculated and measured pressures in the hlowdown vessel, on the base plate and on the vessel head are shown
{n Fig. 2. Although this example does not make use of the full power >f the multifield method, it provides an
excellent test of the code's ability to calculate separeted two-phase flow iu the low Mach number range [9].

IVv. ENXAMPLE: CRITICAL FLOWS IN TWO-PHASE SYSTEMS

Nne of the most f{mportant phenomena determining the durat{on of the depressurization, or blowdnwn, phase of
a larpe-bhreak lorg-of-coolant accident is the rate ay which coonlant exl:s from the broken pipe. Ve know from ob=-
sarvation that the flow out the hreak reaches 1 maximum value independent of the pressure difference hetween the
{neide and t'ie outside of the pipe break, provided that the preanure A{fforence is Rreater than a critfcal val-
ue. This limiting flow phenomenon is called critical, or choked, flow. It is well understood for single-phase
compressible fluids, hut, at the time we began our study, thermodynamic models and one-dimensional flutd=-dynamic
calculations of tuwo-phase critical fiow often did not asccurately predict the observed data. falculated values of
critical flow velocities were usual'y too large and had to ne multiplied by empirically determined factors known
as break-flow multipliers to achieve agreement with measured valuem. ONur studies, based on a two-dimonional *he-
ory, show that nozzle guometry and nonequilibrium effects must be included to predict the critical flow velorlty
accurately.

‘lhen a single-phase compresctihle fluid flows through a noerle, the critical flow velncity equals the «epeed
nf sound at the nozele throst. The physfical explanation is simple: When the fluid {s moving with the apeed of
sound, a downstream pressure disturbance propagates upstream as fast as the fluid {s moving downetream, 9o the
net propagation of the disturbance {4 zero. Therefore, under critical flow conditions, the nozzle throat acts as
a barrier te any downstream pressure changes. The limitiag flow velocity can be altered only by changing the
conditionn upatream of the thruat.

The vapor-itiquid mixture, wvhich i{s also a compressihle fluid, exhibits a simflar but much more complicated
phenomenon.  The critical flow velocity {s still the monic velocity at the throat, but the sonic velocity {uw af-
fected by vaporizacion along the accelerating flow path, by the spatial distributions o! the 1iquid and the va-
por, and by nonequilihrium effects that occur when the liquid phase superheats because of rapid depressurica-
tion, The sonlc velocity {n a homngeneous two-phase mixture can be far less than the sonic veloclity in either of
the separate ningle~phase components. This reduction {s at.rihuted to the vapor's acting as a weik sapring cou-
pled to the large l{quid masses.



Equilibrium Two-Dimensional Calculations of Criticsl Flow Rates
Using a homogeneous equillbrium model (R = w, K = =, andffe - C(TL - Ta)’ where C is sufficiently large to

maintain Tl - 'l'v = Tsaturation]' we calculated the critical flow rate for a blowdown experiment at the Semiscale

test facility [10]. Semiscale is a small-scale version of a pressurized-water reactor primary system for study-
ing loss-of-coolant accideuts resulring from the break of a large cooling plpe. In the experiment that we ana-
lyzed, the pipe break was simulated by a nozzle known as the Henry nozzle (Fig. 3). We used the conditions meas-
ured a short distance upstream from the nozzle entrance as boundary conditions for our calculationt and solved
the fluid equations in the immediate neighborhood of the nozzle.

Our initial calculations involved determining the critical flow rate 15 secnnds after blowdown began. At 15
seconds, the vapor volume fraction is fairly large and the flow rate is likely to be independent of the vapor
produc ion rate, so we assumed an equilibrium phase-change model. In other words, Je was chosen large enough to

maintain the vapor and the liquid at the saturation temperature for each value of the local pressure. The bound-
ary conditions upstream of the Henry nozzle entrance were 48 bars for the pressure, 534 kelvin for the tempera-
ture, and 56 kilograms per cubic meter for the mixture density.

We varied the pressure at the nozzle exit between 45 and 10 bare. For selected pressures in this interval,
the computationa were carried nut until the flow reached a steady state, typlically at 8 milliseconds after start-
ing the flow from rest. The computed average mass fli'x and throat pressure are shown in Figs. 4 and 5. Figure 4
indicates that the flow reaches a limiting value as the exit pressure i{s reduced. 7The computed critical flow
value 1s in good agreenent with the measurements without the use of a break-flow multiplier or any other adjust-
ment. The corresponding one-dimensional calculations algso exhibit a critical flow as the exit pressure is rve~
duced, but the computed mass flux must be multiplied by 0.8333 to agree with the data.

To underatand the nature of the two-dimensional calculationa for a similar experiment in which the ilenry
nozzle was replaced bv the nozzle design used at the LOFT (loss-of -fluid test) facility. Although the abrupt en-
trance to the throat of tune LOFT nozzle (Fig. ) would seewm more likely to exhibit two-dimensional effects than
the tapered entrance to the Henry nozzle throat, our one-dimensional results for the LOFT nozzle need only a
small correction to agree with the two-dimensional calculation.

We studied the effect of entrance geometry further with a two-~dimensional calculation for a lenry nozzle
modified so that the entrance to the throat was abrupt rather than tapered. This change in geometry produced
only a small change in the mass flow rate and the throat pressure.

Next we inveatigated the effect of varying the ratio of throat length to throat diameter for the general
geometric configuration of the LOFT nozzle. Figure 7 shows the break-flcw multipliers required to reach agree-
ment between one- and two-dimensional calcula’ions for various ratios. If the throat length is short relative to
it diameter, two-dimensional effects are large. But for ratios greater than about 5, two~dimensional effects are
no longer important and the exit flow can be described by a one-dimensional calculation.

A detailed look at the velocity profiles explains this effect. At the throat entrance the radial velocity
components are negative and, accordingly, accelevate the central axial velocities. Therefore, a strong radial
velocity gradient develops in the entrance region. At a short distance downatream, the radial velocity compon-
ents become positive and transfer momentum rapidly outward from the center. llere, approximate onn-dimensional
velocity distributions develop. However, if the throat length is too short for the flow to develop a one-dimen-
sional velocity profile, the one-dimensiovnal models will require a break-flow multiplier to agree with observed
data.

Effects of Nonequilibrium Phase Change

The calculations presented so far have corresponded to homogeneous equi'ibirium phase change. To assess the
relative importance of nonequilibrium phase change, we calculated the mass flow rates at the nozzle exit dur.ng
the first 20 seconds of blowdown using two phase-change models, the equilibrium model described above and a mode’
{n which the phase change i{s zero. Figure 3 shows the calculated values and experimental data for the l!lleary noz-
tle, The values were obtained by multiplying the results of a onc-dimensional calculation by the calculated
break flow multiplier for the llenry nozzle.

Nuring the first 3 seconds of hlowdown the fluid entering the nozzle is single-phase liquid. 1lts tempera-
ture i{s initially 2R kelvin bel,w the saturation temperatvre, but, as the pressure decreases, the fluid rapidly
reaches the saturation point and becomes superheated. The fact that the data lie between the calculated extromes
{nilcates that nonequilih.ium phase change occurs during these firet few seconds.

After 3 seconds, when a tuc-phase mixture enters the nozzle, the calculation with equilibrium phase change
agrees with the data. Finally, sfter 10 geconds vhen the mixture entering the nozzle is mostly steam, the calcu-
lated mass flow rates for both vaporization models coincide with each other and agree with the data. The flow
rate ia independent of the vapor product{on and {s solely determined by the upstream conditions.

To calculate the nonequilibrium affects duriug the first 3 seconds, ve need a detailed model of .sonequilib=-
rium vaporization [11]. 1In a stationary environment, depressurization would lead to vapor production and buhble
growth with the growth rate controlled by heat condyction to the bhubble surface according to the relation

p\2 Je, (1, -1 )2
te - OO [P

W

vhere r (s the bubble radius, p, fs the microscopic liquid density, o, is the microscopic vapor density, a s

1
the liquid thermal diffusivity, Cl {s the liquid specific heat, T, is the bulk liquid tempaerature, 1‘.“t {s the

1



saturation temperature. and L is the heat »f vaporization. During the depresgurization and acceleration of the
fluid through a converging nozzle, the bubble growth rate varies because Tsat and Py depend on the pressure and
Tl decreases as heat i{s used to vaporize the liquid4. The fnstantaneous bubble radfus thus depends on the entire
bubble history.

The vapor volume fraction a is related to r and N, the number of bubvbles per unit of mixture, by

a =N (% nr3) . (10)

Combining Eqs. 9 and 10 we derive the following expression for Je'

- 2
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For application to the highly dynamic environment of a critical flow, we retain the form of Eq. 11 but
choose a liquid thermal diffusivity and bubhle radius that reflect the combiied effects of relautiva motion and
turhulence. These modifications allow the model to approach the correct limit in a quiescent environment.

In general, there is a spectrum of buhble radii, but we choose the critical radius for bubble breakup to
characterize this spectrum. Ve determine an inftial bubble radius by specifying initfal values of N and «. The

buhbles grow according to Eq. 9 with a, replaced by a, a liquid thermal diffusivity enhanced by relative mation

and turbulence. Consequently, the “ubbles grow faster than the conduction-controlled rate. The bubbles continue
to grow until they reach a critical gize, determined by a Weber number criterioun, and then begin to hreak up.
The il.ner number characterizes the competition between the dynamic forces that lead to bubble breakup and the re-
storing force of surface tension. From this point on, the typical bubble radius is taken as the critical radius
and the specified initial number of bubbles no longer plays a role.

The critical radius for bubble breakup is given by

2.30
Terttteal = 72 .1/3 (12)
"("1"\;)

where g {8 the surface tension and v {3 the relative speed between the bubble and the surrounding fluid. T» in-
clude the contribution of local turbulent fluctuations in the liquid to the relative speed we write v as v = Bvl.
where A i{s the l{quid apeed and 8 {s a function of vapor fraction. We choose values of 8 consistent with aob-
sarved turbulent velocity fluctuations, which are generally less than 10 per cent of the mean flow veloclty. To-
ward the middle varorfraction range, £ increases hecause of increased turbulent mixing from the higher shear flow
assoclated with thianing liquid sheets. The {ncrcase in g may also result from an {increase in the relatfve ve-
locity. '
The enhanced liquid thermal diffusivity ~ that replaces a

in Eq. 11 {is a=a + Brv, where B {s an empiri{-

1 1
cally determined dimens{onless constant. The value of B = 0,1 matches the flow rate data for the Semiscale
teits., The range of applicability of this value can only be accurately establighed after extensive data compari-
S0Nk.,

In Fip. 9, the nonequiltbrium results for the mass flow rate during blowdown are compared with th: data for
the Hlenry nozzle from Fig. A. The nonequilibrium results agree very well with the measured mass flow r .te during
the entire pertfod of blowdown. However, at early times the calculated throat pressures (Fig. 10) are higher than
the measured wall pressures at the throat contrance. This is believed to result from the combination of noncqui-
librium and two~dimensional flow in the proximity of the corner, tishen subcooled liquid enters the nozzle a non-
equilibrium conditfon may result i{n the rarefaction region that allows the local pressure to drop slightly helow
the saturation pressure based on the liquid temperature., When two-phase flow onters the nozzle, however, the {n-
creased surface area cf contact hetween the phases and increased nixing result in a much higher flashirg rate and
hence much less departure from equilibrium., It {s important to recognize {n comparing pressures that the one-~
dimensional calculated results yleld an area avevage pressure vhereas the data reflect a local wall value close
to the corner. Comparisons with mass flow rates, on the other hand, involve integral quantities that should be
accurately calculated aven in the iimited resolution of one-dimension. Flgures 11 and 12 show the cquilibrium
and nonequilibrium calculated results compared with data for the LOFT nozzle of Fig. 6, The agreement with mass
flow rates {s again very good for the nonequilibrium results. Substantial nonequilibrium exists at early time
even with the longer throat length, mince the data lie well ahbove the equilibrium results. It {a {nteresting to
note that instead of slightly overpredicting the wall pressure in the throat at early time we now slightly under-
predict {t and the data are much closer to the equilibrium results. The fact that the observed wall pressure at
the throat entrance is close to the calculated equilibrium value yet the observed mass flow rate i{s higher than



the calculated value indicates the occurrence of significent local vapor production near the pressure tap. This
detail may well be a conaequence of the abrupt entrance combined with a considerably grecater distance from the
corner to the pressure tap for this nozzle than for cne Henry nozzle.

Momentum Exchange

The tranafer of momentum between phases in the interpenetrating flow of two materials has been examined by
means of an “"svailable-monmertum® concept {12]. A tranaformation of coordinates is made to a system in which the
two materials have equal mrmentum flux into a control volume, and the fraction of lost momentum in that volume is
related to the i{nteracticu area per unit volume between the materials, f/r, in which f is a dimensionless quanti-
ty and r is a measure of the local flow scale. The result of the analysis is a drag coefficient between the lig-
uid and vaper phases,

. L "v'_
] []
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With this type of momentum exchange model, we have observed slip ratios of up to 1.25 for the critical flow simu~-
lations. We found that for these calculations, the reported results were relatively insensitive to the form of
the momentum exchange function. Since the agreemant achieved between the two-dimensional calculations using no
slip (mechanical equilibrium) and the Seamiscale data was very good, it does not seem warranted to use detailed
momentum exchange functions for critical flows. There are, how=ver, other applications where relative velocity
effects are important such as downcomer flows [13].

Energy Exchnnge

We have investigated two approaches for energy exchange. The first is simply thermal equilibriam in whlch
the liquid, vapor, and saturation temperaturee are all the same, and the second i{s the vapor temperature is aqual
to the saturation temperature corresponding to the local pressure. Once again, the calculated results for
critical flows are insensitive to the use of either of these energy exchange models.

Nther Critical Flow Studies

In addition to these small-gcale tests, the nonequilibrium model has been tasted against data obtained from
the full-scale critical flow project at the 'Marviken facility in Sweden (Figs. 13-16), from the low-pressure H0BY
DICK loop at the Nuclear Studies Center in Crenoble, France (Fig. 17), and from the low-pressure critical flow
loop at Brookhaven lational Laboratory (Fig. 18-19). Thess tests involved fluid pressures from about 90 bars
down to slightly greater than 1 bar. Pipe diameters ranged from 75 centimeters down to a few centimeters. Ve
encountered no scaling problems in going from small- to full-scale geometries teacause the nonequilibrium model s
based on local flow and tharmodynamic conditions.

Summary of Critical Flow Studies

These studles have provad to be an important contribution in predicting two-phase homogeneous critical flows
through nozzles. We have shown that two-dimensional geometric effacts not accounted %or in one-dimensional cal-
culations reduce the critical flow rates and theraefore extend the duration of blowdown. We have also shown the
nonaquilibrium affects reduce the duration of blowdown hecause thay increase the sound speed and therefore the
cricical flow rates.

V. FEXAMPLE: FLUID-STRUCTURE INTERACTIONS

Pressurized-water reactors operate at relatively high pressure, typically about 150 bars (about 2259 pounds
per square inch). Consequently, a sudden break of a large inlet or ouLlet pipe will produce strong Adepressuriza-
tion waves that can craata vary high tranaiant etresses in the reactor atructure. Large-pipe hrecaks are not ax-
pectud, even as a result of earthquakes, corrosion, or sudden changes in reactor power. Illowever, reactor systems
are designed so that, should one occur, the reactor itself would not ba damaged and no sijnificant amount of ra-
dioactivity would be released. To deternine the margins of safaty under these extre.e conditions, it is neces-
sary to calculate in detail the dynsmic interactions between the fluid and the structural components fnllowing a
sudden break.

During normsl operation, water enters the reactor vessel through an inlet pipe and flows down the downcomer
and up through the core (ses Fig. 20). The core ie separated from the downccmer by a cylindrical nteel shell,
the core barrel. Tha core harrel serves a dual function: it holds the fucl codes rigidly in place and separates
the cold {ncoming water from the hot water rising in the cora.

Should an inlet pipe break, a depressurization, or rarefaction, wave will propagate into the downcomer at
the speed of sound in the vater, fust under | meter per millisacond. As the wave propsgates down the downcomer,
1t leaves a low-pressure region hehind it. The resulting high pressure difference across the core barrel causes
{ts outvard displacement. In addition, a precursor wave propagates down tha core barrael ahead of the main wave
in the water (the speed of sound in steel is about 3 times greater than in watec'. hut its effect is small. The
motion of the core barrel generates acoustic vaves in the water in the core, but thnr effect also Ls expected to
be emall.



These phenomena can be anticipated qualitatively, but in order to quantify them, we need three—dimensional
codes for both the co=plex steam-water flow ard the structural motion to calculate the fluid pressures and the
stressea in the core barrel.

To model the fluid motion we used a three-dim:...‘onal version of K-FIX [14], and to model the core barrel mo-
tion, we duveloped a apecial-purpose code callad FLX [15] that solves the threa—dimensional Timoshenko shell
equations with &n explicit finice-difference technique. (In the earliest work on this problem, the core barrel
motion vas represented by the classical theory of beams, but we rejected this approximation because, for erample,
it cannot account for local deformations of the core barrel, particularly where the cylindrical shell bulges to-~
ward the break. \le also rejected the normal-mode description because it is difficult to formulate mathematically
and cannot easf{ly accommodate changes in the boundary conditions or modificatiou to the structure.) Our finite-
difference version of the shell equations is relatively straightforward and cen be lategrated numerically with
the very ine time and spatial resolution needed to simulace the complex wvave patterns generated by sudden load-
ing.

The coupling of fluid dynamics and structural motion is accomplished in two parts. The fluid-dynamics code
computes the pressurc gradient acting on the core barrel and this pressure gradient is used in the structural
code that solves the Timoshenko ahell equations. The motion of the core barrel changes the width of tha down-
comer and, through this volume change, affects the fluid density. The fluid-dynaamics code then incorporates the
new density and computes the corresponding flow and pressure fields.

It is not necessary to use the same zoning or time steps in the two codes. In fact, we usually run the
structural code with a tims step less than a tenth of that used in the fluid-dynamics code becausa of the rela-
tively high sound speed in the steel core barrel.

In June 1780, the first of a series of axperiments was carried out at HDR (Fig. 21). The fuel rods are sim-
ulated by a 10-metric-ton ring su: ‘orted at the bottom of the core barrel. The height of the facility is typical
of pressurized-vater reactors, but its diameter is consilerably smaller.

The response of the HDR core barrel to a guillotine break in a cold leg was monitored with about 75 instru-
ments (pressure gauges, acceleromaters, and strain gauges) that had been carefully selected and tested to operate
at the temperature and pressvreg typical uf a pressurized-water reactor. The initial temperature (540 kelvin) and
presgure (108 tars) wvere supplied by electric heaters.

Refore the experiment was carried out, six United States and Weet German groups calculated the response of
the core barrel to a sudden break and submitted the pretest results to the Kernforschungszentrum Karlsruhe. The
Los Alamos predictions [16] for the discharge mass flow rate, pressure distribution, pressure differential, cora
barrel radia) displacement, horizontal and axial strain outside the core barrel are shown in Figs. 22-32. The
core barrel undergoea transient oscillation hut exhibits no permanent deformation. The figures show good agree-
ment between the Los Alamos calculations and the experimental data.
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