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ABSTRACT

Computational methods and solution procedures wused in the US Nuclear
Regulatory Commission’s reactor safety systems codes, Transient Reactor Analysis
Code (TRAC) ard Reactor Leak and Power Safety Excursion Code (RELAP), are
reviewed, Methods used in TRAC-PF1/MOD1, including the stability-enhancing two-
step (SETS) technique, which permits fast computations by allowing time steps
larger than the material Courant stability limit, are described in detail, and
the differerces from RELAPS/MOD2 are noted.

Developments 1n computing, including parallel and vector processing, and
their applicability to nuclear reactor safety codes are described.  These
developments, coupled with appropriate numerical methods, make detailed
fuster-than-real-time reactor salety analysis o realistic near-term possibility,

' . . 13 . - . v NPT .
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I. INTRODUCT 100

In this paper we describe the computational methods used in the reactor
safety codes sponsored by the US Nuclear Regulatory Commission (NRC). These
methods are embedded in the Transient Reactor Anaiysis Code (TRAC)' and Reactor
Leak and Power Safety Excursion Code (RELAP)® that we.e developed at Los Alamos
National Laboratory and Idaho National Engineering Laboratory, respectivelyv.
These codes have different histories and differed significantly in their earlier
versions. However, in recent years, RELAPS has adopted a six-equation two-fluid
model {or twc-phase flow that is quite similar to the model used in TRAC, uand
RELAPS/MOD2 has incorporated a variation of the stability-enhancing two-step
(SETS) method’** uscd in the TRAT-PF1/MOD1 series for solving these equations.
Becuuse of these similarities, we describe only the TRAC-PF1/MOD1 methods in
detail and note the key differences from RELAPS.

Most of the programming for these safety codes predates the availability
of modern machine architectures embodying vector and paralle! processing and
requires changes for optimal use of current and future computers. Section IV
describes trends irn computer development, and Section V outlines some of the
changes required for these codes to take advantage of the new machines.
Fortunately, no major changes will be required in the underlying methods to use
these machines effectively in the foreseeable future.

Combined use of numerical methods, such as SETS. that aliow large time
steps and of programming optimized for new machine architectures is an important
new tool for reactor safety analysis. TRAC-PF1/MOD1 already has demonstrated
the capability to analyze small-break transients of an 80-node plant model at
5 to 10 times faster than real-time wusing SETS ia scalar mode on a Cray-l
computer. A 139-node model has besn run at 1.1 times faster than real-time on a
Cray X-MP with 4 central processor units (CPUs) using a version of RELAPS/MOD1
restructured for concurrent multiprocessing.” By taking full advantage of
stability-enbhancing numerical methods and more powerful machines, both the level
of detail and the calculational speed can be improved significantly. These
advancements open possibilities for analysis of plant accidents while they are
in progress to provide guidance 10 operutors on the safest way to control the
transient.

Il COMPUTATIONAL METHODS

The basic equations used by TRAC to model two-phase flow follow.
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Combined Vapor Mass Equation
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Combined Vapor Energy Equation
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In these equations, the vapor densities and energies are sums of the steam
and the noncondensable components, and we assume Dalton’'s law applies.

The only significant difference in the equations used in RELAPS is the
addition of wvirtual mass terms to the momentum equations. Our experience has
been that use of appropriate virtual mass coefficiernts does not significantly
improve calculational results, although unrealistically large coefficients can
be vsed to damp numerical problems. Virtual mass terms nave the disadvantage
that each motion equation contains spatial derivatives of both liquid and vapor
velocities. When applying a SETS method, these derivatives complicate the
coupling between equations and result in having to solve a larper matrix for the
motion equations,

To demonstrate the numerical methods used to solve these flow equations,
we consider a simplified model for one-dimensional single-phase flow in a pipe.
The differential equations for this model are

— + VoV =0 (9)
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Here, K is a wall friction coefficient that may be a function of velocity and
fluid prorerties, h is a heat-transfer coefficient multiplied by the heat-
transfer area per volume of fluid, and T, is a pipe wall temperature.

A staggered spatial mesh is used for the finite-difference equations with
thermodynamic properties evaluated at the cell <centers and the wvelocity
evaluated at the cell edges. Orly difference eguations on the one-dimensional
version of this mesh are demonstrated, but the generalization to two- and three-
dimensional versions is not difficult., To ensure stability, flux terms at cell
edges use donor-cell averages oi the form,

Woihi2 =YY 072 0 Vw1220

Y.,V \}

i#1Vi+r72 0 Virr2 <0 (12)

Hers, Y may be any state wvariable, With this notation, the one-dimensional
finite-difference divergence operator is

V.or (YY) = (Ajpr/2 <YV> 54072 7 Aoy <YV>5y,0)
J vo]i

where A is the area of the cell edge and voli. the cell volume. The term VVV
becomes ‘
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where ij_1/2 = (.5 (Ax: + AxH+1). . This  choice of BXii1/2 for Eq. (6) s
necessary rfor more accurate calculation of pressure drops” in pipes modeled with

¢ nonuniform mesh than is provided with a donor cel) Axi+1/2.

The SETS method eliminates the material Courant stability limit by adding
a stabilizer step to the basic semi-implicit solution technique. For the flow
model given by Lgs. (9)-(11), the combination of basic and stabilizer equations
can be written in several ways without significantly affecting the vesults.
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When the SETS method is adapted to the two-fluid model for two-phase flow,
several orderings of the difference equations can cause growing oscillations
from feedback through interfacial friction terms, Some of these feedback
problems are rather subtle and occur only when the one-dimensional mesh forms a
closed loop. One ordering that is always stable begins with the stabilizer step
for the equations of motion, continues with a solution of the basic equation set
for all equations, and ends with a stabilizer step for the mass and energy
equations. For this ordering, the SETS iinite-difference equations for
Egs. (9)-(11) are

Stabilizer Equation of Motion
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A tilde above a variable indicates that it is the result of an intermediate step
and is not the final value for the time step. The material Courant stability
limit is eliminated by treatment of the terms VWV, V + oV, and V ¢ PeV during
the two steps. Additional robustness has been obtained with the particular form
for the friction terms and the use of nonzero values of § in the VVV terms.
These special terms for friction and VVV are obtained by ]xnedrlzln% similar
$31Ts vthat vnaqz fully implicit in wvelocity (K1+1/2 V‘+1/2 IV“+1/2 and
j+1/27 j+1/2 '

Equations (16-18) are very similar to a one-dimensional single-phase
version of the difference equations traditionally used for the TRAC wvessel
component. These semi-implicit equations can be obtained by dropping all tildes
f;om Egs. (16) (19) aqg ;cqlccngg the VWV and friction terms in Eg. (16) with
Vi v and K' V 'V |, respectively, The differences between
tﬂ+lg%e-1+l/3 three- dlmen{ﬁbé%l g&&&%nons lee been eliminated in the nuclear
plant analyzer (NPA)® extension of TRAC. With this most recent extension of the



code, the three-dimensional difference. equations are a straightforward
generalization of the original one-dimensional SETS equations.

The RELAPS equations differ from this version because they eliminate
Eq. (15) and evaluate the spatial difference of velocity ir Eq. (19) at the new
time level. This change provides the most efficient way of dealing with the
presence of the virtual mass terms in the full two-fluid equations.

The heat-transfer term hn(T3 - T™*1) is written in this form to minimize
coupling between the hydrodynamic and heat-transfer solution procedures. To
maintain stability in regions of rapid change in h, h" is an average of the
heat-transfer coefficient evaluated at time level n and the averaged coefficient
from level n-1 (h" = 0.45 h" + 0.55 K" 1), An  experimental wversion of
TRAC-PF1/MOD1 exists with fully implicit heat-transfer terms
[hn“(Tc’+l - Tn+])].~ Current versions of RELAPS evaluate T, at the new time
level.

Equation (15) simply represents a tridiagonal linear system in the unknown
and is solved first, Next, the coupled nonlinear system given by
Egs. (16)-(18) is solved. An important difference between TRAUC and RELAP is
that TRAC proceeds with an iterative solution of these nonlinear equations
whereas RELAP solves only the first linear approximation. Details of the
solution procedure for these equations are presented in Sec. IlIl. Once these
equations are solved, vP*1 i known: hence, Egs. (19) and {20) are simple
tridiaponal linear systems, with unknowns p™*1 und Pq+ e M resnectively.
When this equation set is adupted to flow in complcx‘pip{ng networks or to
multidimensional flow, the tridiagonal structure is lost. However, the matrices
are still sparse and easily solved.

Vn+1

A standard linear stability analysis predicts unconditicnal stability for
this set of difference equations: this result has been verified by a large
number of computational test problems. However, at very large time steps.
functional forms for the friction factor containing a strong velocity dependence
can drive instabilities, as can a strong void-fraction dependence for
interfacial friction in the two-fluid model. This is why the method is referred
to as stability enhancing rather than unconditionally stable.

Because the basic form of the finite-difference operators (both spatial
and temporal) is consistent between the two steps, the order of accuracy of the
full SETS equations is the same (first order in space and time) as the basic
semi-implicit Egs. (16)-(18), This consistency appears necessary to prevent
feedback oscillations between the two steps. It also has the advantage of
ensuring that, for modest time-step sizes, the results of any SETS calculation
approach those of the basic semi-implicit equations,

The SETS method is especially valuable when applied to the full two-{luid
model for two-phase flow. For this model, the stabilizer equations add less
than 20% to the computational cost per cell per step of the basic equation set.
A fully implicit method multiplies this cost by a factor of 6. The full finite-
diffcreqcc equations for the two-fluid mode] are given in the TRAC-PF1/MODI
manual.



-9-
I11. SOLUTION OF THE BASIC EQUATION SET

For TRAC, the first step in the solution of the basic (semi-implicit)
equation set rearranges the motion equation to obtain the new time velocity as a

linear function of new time pressures. For Eg. (16), this step results in the
relation,

“n+l _ Tn+l

~ ~ P; P
VD - AtV v (V) L gyn) L KIVE qvny g DD )
<p>"Ax.
vitl . — (21)
i - .
1+ At(2KT VD1 + gv V7)
where i = j + 1/2, Given this relation, the derivatives of wvelocity with

respect to pressure are

n+1
aVi+172 _ At (22)
dp’j‘+1 <o>Tax (1 + KPAt IVD| + Atgv,V")
and
n+1
25 V2 TR L P
= - (23
dpn+1 dpn+1 )
)+ ]

Equation (21) and thermodynamic equations giving P(p.T) and e(p.T) are
substituted into Egs. (17) and (18) to give a coupled system of nonlinear
equations with unknowns pT*' ard T"' (tildes have been dropped to simplify
notation). Solution of “this system s obtaincd with ~a standard Newton
iteration. Given the Jatest estimates of p'?+ and Tjn+ for pressures and
temperatures, we assume the solution is

pit! = pi™T 4 5, (24)
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and

T?*‘ - T;“*l + 8T, . (25)

After substituting Eqgs. (21)-(25) into the basic equation set, making the
necessary Taylor series expansions, and discarding nonlinear terms in 6pj and
6Ti' the resulting linear mass and energy equations are
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20 In+1 gp 30 et o (ix1s2 P S L1 7 ST PP
3T | ] )T % j Vol apn*l Pi+1 = °Pj
: ]
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o J
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The normal proredure for starting this linearization_ is to make an initial
estimate for the new time pressure and temperature of p’n+] = p" and L ERAR I L
However, when SETS is used, an extra call to the thermodynamic subroutines -~an
be saved by taking p'n+] = p" and PERIARN L}

Equations (26) and (27) can be abbreviated as

Sp.
() =0, . . - 8p.) - d. .- 6p.
BJ(&Ti) QJ + gJ(GpJ+] BpJ) gJ(apJ 6pJ_1) . (28)

where B is a 2 x | atrix. For the one-dimensional numerics, this equation is
multiplied by B~ in the first step of the solution (accomplished with a linear
system solver), which yields

-di'j 5p‘]_] -+ (]+di.]+ci,J)6pJ -Ci.j ap‘+] =bi,j (29)
and
8Tj = by j + ¢3,j08pseq = 8p5) - dy (bpy - 8pyq) (30)

where b’ = B'lg, etc. All coefficients are stored, and then the set of
equatiors reprecented by Eq. (29) is solved {or all ép.. Finally, the known
values fov oressure  variations are  substituted into Eg. (30) to obtain
temperature changes and wused with Eqgs. (22) and (23) to obtain updated
velocities. Given these changes, the next estinotes for new time pressures and

temperatures are generated and used to obtain densities and cnergies. It
changes in 8T and &p are too large, these estimates are used in Lgs. (24)
and (25) to .:1inearize for another iteration oi the one-dimensional equations.

As previously noted, the three-dimensional flow equatiors are not relinearized.
In this case, time-step controls are us=d 1o ¢.ore the accuracy of a single
linearizatior.

Note from the form of Egqs. (26) and (27) that the Jacobian for the system
is reevaluated un each iteration., This reevaluation may not always be necessary
but, for steam-water flows with phas: change., it is often important for rapid
convergence of the iteration.

The RELAPS solution procedure is necessarily different., The basic mass
and energy equations are solved to cbtain the fundamental variables as functions
of the unknown new time cell-edge velocities, This solution provides a linear
relation hetween the pressure and velocities, which is substituted into the
finite-difference momentum equation to obtain a linear sysiem with only
velocities as the unknowns. When two-fluid equations are solved, this procedure
cesults in a single linear system coupling both liquid and vapor velocities with
twice the bandwidth of the standard SETS matrices.
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IV, COMPUTER HARDWARE

Unti! recently, the dominant computer architecture has bheen the simple
serial computer. On this machine, each instruction of a given type must be
complete before the next instruction of this type can be initiated. For
example, if two different additions must be performed, the first pair of numbers
is provided to the adder: then, the computer must wait until the resuit is
stored before the second pair of numbers can be sent to the adder.

One improvement over standard serial processing has been available for
about 25 years. With the pipelining process, it is possible to send a second
pair of numbers to the adder before the result of the first addition is
available, Consequently, the total time for the two additions can be
significantly less than twice the time required to complete a4 single addition.
This advaentage improves with nultiplication, but the original pipelined machines
did not provide this feature for division.

The mair disadvantage of the original pipelining concept was that nc
systematic method was provided to keep the pipelines full, This problem has
been addressed with modern vecior processors such as the Cray-1, CYBER 20§,
FACOM VP-100, and Hitachi $810/20. Rardware and compiler features that
recognize when long strings of operations are available for pipeline processing
have been provided. A vector processor carries out identical computations on a
set of array elements. Consequently, a disadvantage of these vector machines is
that a substantial amount of care must be devoted to coding of algorithms and,
in some cases, to choosing the type of algorithm to take full advantige of the
vector features. Software for automatic conversion of existing codes to take
advantage of wvector processing is still quite primitive, Such conversion
produces source code that appeurs quite different from the original and is
difficult to modify and debug., Also, automatic converters cannot take advantage
of information that is not in the code but may be readily available to the
programmer. However, sophisticated interactive wvectorizers, such as that
developed by Fujitsu® in Japan, are rapidly decreasing the programmer time
reanired to vectorize existing code as well as to develop new vectorized code.
These new vectorizers allow the programmer to incorporate global information
relevant to vecterization in the form of compiler directives and provide clear
explanations of the reasons for failure to vectorize.

Serial, and to some extent vector, computers have i1emained the dominant
machines for high-speed computing for 40 years largely because of the rapid
improvement in the speed of the electronic circuitry., In recent years, the rate
of improvement in basic processor speed has slowed dramatically, and some see
hardware reaching basic speed limits., " These limitations have accrlerated the
use of parallel processing as a means to achieve very high net computational
speeds, The basic idea behind parallel processing is that, if there are several
independent operations to perform, they can be done concurrently on separate
processors, A parallel processor differs from a vector processor in that the
parallel or concurrent computations do not have to be identical. All major
supercomputer manufacturers are working toward machines with 4 to 16 vector
processors, and some are now offering the 4-processor units. Research continues
on machines with far more units, some having a thousand or more units. Again,
these new architectures require new software, and dezvelopment of appropriate
software tools for parallel computing is an active area of current rescarch.
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The advent of new machine architectures opens the way for faster-than-
real-time detailed analysis for possible accident mitigatior and recovery. A
less obvious advantage of parailel processing lies in calculations for
applications such as licensing. Both TRAC and RELAP are used on Control Data
Corporation (CDC) 7600 computers to provide important information to the US NRC
that can be used to make licensing decisions. With the generation of 32-bit
processor chips and 64-bit floating-point coprocessors that are currently moving
into production, it will be possible to construct a small and inexpensive
parallel machine (four to eight units) with at least the speed of a CDC 7600.
This new hardware will expand the availability of TRAC and RELAP as analysis
tools. As the combination of hardware and software improves, an important basis
for improved nuclear plant simulators will be provided.

V. IMPACT OF NEW HARDWARE ON SAFETY CODES

Roth TRAC and RELAP were written primarily for serial computation. The
ma jor exception is the coding for the new three-dimensional SETS wvessel in
TRAC-NPA, which was written with vectorization in mind. Optimal adaptation of
these codes to vector and paralle] machines will be time-consuming. However,
projects are underway to improve the performance of both codes on the new-
generation computers. Fortunately, the underlying equations and methods in
these codes lend themselves well to both vector and parzllel processing.
Calculation of all heat-transfer and friction coefficients are independent as
are the setup and initial reduction of the f{low equations. The only
complication occurs in the solution of the TRAC pressure equation system
[Egs. (17) and (18)1 or the analogous RELAPS velocity system (versions of RELAPS
without SETS also have pressure equations). However, methods exist for
efficient solution of these equations on vector and parallel machines, and TRAC
currently employs a partitioning technique for the solution of the system in
one-dimensional components that adapts easily to parallel processing,

RELAPS/MOD1 has been vectorized for efficient use of a FACOM VP-100 and
rurs from 2.4 to 2.8 times faster than the original scalar version.® The
reprogrammed  portion  involved 10,000 lines and accounted for 914 of the
computing time in the original scalar calcviation, A similar estimate has been
made for the amount of roprogramming necessary to attain o comparable speedup
for TRAC-PF1/MOD1 on Cray computers.

The reprogramming esfort is less if only parallel processing is required.
Approximately 1,000 lines need to be changed or added to use 2 to 16 parallel
processors effectively, A subset of TRAC, which models flow in a single pipe,
has been the subject of extensive testing in the heterogencous-element-processor
(HEP)  architecture  and  was 93 parallelized by  self-scheduling  cetl
computations.® This same subset showed a 3.5 speedup on a four-processor Cray
X-MP/48  usaing some experimental mi.rotasking constructs, A project to
purallelize the full TKM. NPA wversion is in progress. Numerical experiments
performed on a Cray X-MP/48 using the full RELAPS/MOD1 version already have
shown  wallclock  performance improvements of 1.5 to 3.0 resulting {rom
multiprocessing,”

Although most rnear-term changes to TRAC and RELAP will be devoted to
increasing the speed of existing models, very high computational speed also will
permit a level of detail in modeling not previously possible.  For example, the
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addition of more difference equations to allow detailed time-dependent modeling
of flow regimes. front-tracking of concentration gradients, detailed models of
the growth of thermal boundary layers at vertically stratified interfaces, and a
model of turbulent mixing would be desirab.e.

V1. CONCLUSTONS

The use of improved numerica! methods in the NRC's reactor safety system
codes, combined with code optimization for new supercomputer architectures, will
allow best-estimate engineering simulation at substantially faster than real-
time. When combined with new microprocessor technology, these codes will be
available to a wider range of engineers for detailed plant analysis, often
running c¢lose to real-tire, Thus, new opportunities Jor safety analysis,
operator training, and accident mitigation wil) be created.
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