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Chapter A.1

Definition of the Problem

The POISSON/SUPERTFISH Group codes were set up to solve two separate
problems: the design of magnets and the design of rf cavities in a two-dimensional
geometry. The first stage of either problem is to describe the layout of the mag-
net or cavity in a way that can be used as input to solve the generalized Poisson
equation for magnets or the llchinholtz equation for cavities. The computer codes
require that thie problems be discretized by replacing the differentials (dz,dy) by
finite differences (6.X,81"). Instead of defining the function everywhere in a plane,
the function is defined only at a finite mumber of points on a mesh in the plane.

For example, cousider the cross section of a long I-shaped dipole iagnet as
shown in Fig. A.1.1. A uniform triangular mmesh of the type shown in Fig. A.1.2is
used to discretize the problem. Starting from a uniform triangular mesh, tle code
“relaxes” the mesh until the sides of the triangles match the boundaries and inter-
faces hetween different physical materials as closely as possible. Regions containing
different materials, such as copper, iron, and vacuum or air, have to be identified
and the material properties specified.

The code thatl generates the triangular mesh is called LATTICE. For many prob-
lenis the preparation of inpnt data for LAI'TICE is a tedious task, particularly for
curved boundaries between diflerent regions. A code called AUTOMESH hLas been
written to make the preparation of input to LATTICE simipler and more physically
meaningful.

The next step is to use the mesh and physical properties to find the vector po-
tential A(z,y) al all mesh points. This is done in the code called POISSON. This
code does uot solve Poisson’s equation directly, but rather works with a discretized
form of Ampere’s law, to obtain successive approximations to {lie potential. After
several iterations, the code finds a solution that satisfies the boundary conditions
and Eq. (A.1.1) over the entire mesh.

](;H-dlzfAJ-da (A.L.1)



2 PART A CHAPTER 1 December 3, 1986

s
>

Figure A.1.1: Cross section of an Il-shaped dipole magnet. The boundaries of the
various regions are entered into LAT'TICE, which generates the mesh of discrete
points shhown in the next figure.

NN

Figure A.1.2: The “plysical” mesh generated by LATTICE for one-quarter of the
H-shaped dipole magnet shown iu Fig. A.l.l.
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There are actually two codes (POISSON and PANDIRA) that can be used to
find magnetic fields. POISSON finds the magnetic field caused by electric currents
and soft iron. PANDIRA is primarily used to solve problems involving permanent
magnet materials, although it can be used for POISSON-type problems. The nu-
merical methods used in PANDIRA are different than those in POISSON, as is
explained in Sec. B.13.6.

It shonld be noted that POISSON and PANDIRA can also be used to solve
electrostatic problems. Currents are replaced by charges, permanent magnets are
replaced by electrets, etc. It will be shown later that the parallelism between mag-
netostatics and electrostatics is nearly complete.

SUPERFISII solves an eigenvalue problem to determine the resonant frequencies
and standing-wave electromagnetic fields in radio frequency (rf) cavities commonly
used in charged particle accelerators. It can also be used to calculate properties
of two-dimensional cross sections of waveguides or cylindrically symmetric wave-
guides. There are four other codes in the "OISSON/SUPERFISH group that are
postprocessors. The functions of all the codes are summarized in TABLE A.1.IL

TABLE A.1.I. A List of the POISSON/SUPERFISH Group Programs

1 AUTOMESH - prepares the input. for LATTICE [rom geometrical data
describing the problem, that is, it constructs the “logical” mesh and
generates (x,y) coordinate data for straight lines, arcs of circles, and
segments ol hyperbolas.

2 LATTICE - generates an irregular trviangular mesh (physical mesh)
from input data for the “logical” and physical coordinates describing
the problem, calculates “point current” termms at each mesh poiut in re-
gions with distributed current density, and sets up mesh point relaxation
order. LATTICE wriles the information needed to solve the problem
on a binary file that is read by the equation-solving codes POISSON,
PANDIRA or SUPERFISH.

3 POISSON - solves Maxwell’s magnetostatic (electrostatic) equations for
the vector (scalar) potential with nonlinear, isotropic iron (dielectric)
and electric current (charge) distributions for two-dimensional cartesian
or {hree-dimensional cylindrical symmetry. It calculates the derivatives
of the potential, namely, the fields and their gradients, calculates the
stored energy, and performs harmonic (iultipole) analysis of the po-
tential. The code uses a successive over-relaxation algorithm and an
iterative scheme that steps successively through the mesh points.
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4 PANDIRA - is similar to POISSON, except il allows anisotropic and
permanent magnel malerials, for which the B vs. [T () vs. E)curve
exists in the second quacrant. PANDIRA uses a different numerical
method to obtain the potential.

5 TEKPLOT - plots physical meshes gencrated by LATTICE, and ecuipo-
tential or field lines from the output of POISSON, PANDIRA, MIRT,
or SUPERFISIL.

6 FORCE - calculates forces and torques on coils and iron regions from
POISSON or PANDIRA solutions for the potential (Presently not avail-
able).

=1

MIRT - optimizes magnet. profiles, coil shapes, and current densities
starting from the output of POISSON, based on a field specificalion
defined by the user. '

8 SUPERFISII - solves for the TM and TE resonant frecuencies anel field
distributions in an 1f cavity with two-dimensional cartesian or three-
dimensional cylindrical symmetry. Only the azinuthally symmetric
modes are found for cylindrically symmetric cavities. The modes are
found one al a time.

9 SFOL1 - calculates auxiliary quantities from the output of SUPERFISII.
These quantities include stored energy, power dissipation on the walls
and tube stems, transit time factors, shunt resistance, the quality factor
Q, and the maxitun electric ficld on the bhoundary. The program also
calculates the frequency shift of the resonant frequency cansed by small
displacements of segments of the cavity boundary. This code can serve
as a model for creating additional SUPERIISH oulput codes.

Most users are interested in designing eilher maguets or rf cavities. For {hat
reason we have divided this maitual into three logically separate parts as illustrated
in Fig. A.1.3. The codes are discussed in the order that they are normally used. The
remainder of this section provides general information describing access to the codes,
suggestions for using {his manual, and a short history of tle code development.

S aan mas I SR San EE EEE oneE IR e e s TEs e e
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Magnet. Design Programs

AUTOMESII
LATTICE

POISSON, PANDIRA
TEKPLOT

FORCE

MIRT

RIF Cavity Design I’rograms

AUTOMESH

LATTICE

SUPERTIISII

TEKPLOT

SFO1

Figure A.1.3: General Layout of the POISSON/SUPERIFISH Manual.

5



Chapter A.2

How to use this Manual

The POISSON/SUPERTISII codes are fairly complicated and will require some
effort on the user’s part before they can be mastered. This manual is intended to’
do three things, nanely, to give the bheginner a quick introduction, to supply useful
summaries of input procedures for persons familiar with the code, and to give an
in-cdepth summary of the theory that went into the writing of the codes.

The mannal has been divided into two imajor sections, one for magnet problems
and one for rf-cavity probleims. The codes AUTOMESH, LAT'T'ICE and TEKPLOT
are common to hoth problems. lor the convenience of the reader, the magnet sec-
tion and the rf cavity section each have their own description of these three codes.
These two major seclions of the manual can be physically separated without de-
stroying the continuily of each section.

To help the beginner, both the magnet section and the rf cavily section be-
gin with two “primer” chapters that go through the basic physics contained in the
codes and display the input and output for a simple exainple. More examples are
contained in a later chapter. Using these examples the beginner should e able to
master the mechanics of running the codes.

These examples do not exercise all the options available in the codes. The de-
tails of these options are contained in later chapters. We have tried to summarize
the inpul requirements and definitions of important input quantities in tables so
that persons familiar with the mechanics of running the codes can easily remind
themselves of the available options. We have also included a separate chaptler on

diagnostics and suggestions of what to do if these diagnostic messages are encoun-
tered.

The remainder of the material in the seclions will be of some use in gaining
an in-depth understanding of the theory behind the codes, the numerical methods
used in the codes, and the basic limitations of the codes. No design tool should be
a “black box” to the user.
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How to Access the Codes.

There are several versions of the codes at various locations around the world.
As a service to the user community, Los Alamos Group AT-6 has undertaken the
maintenance and distribution of a “standard” version of these codes. The standard
version hias leen installed on the Los Alamos CRAY /CTSS and VAX systems. The
source codes are written in standard FORTRAN 77. The CRAY version and the
VAX version difter by only a few lines that are readily identifiable from the code
listings.

Copies of the source codes are available to nsers outside of Los Alamos by ineans
of magnelic tape or transnission over thie DECNET, ARPANET or BITNET com-
puter networks.

A.3.1 Access outside of Los Alamos.

AT-6 will provide copies of tlie complete set of POISSON/SUPERFISH group
codes plus sample input and onlput for a magnet and an rf cavily problem to any
individnal or institution outside of Los Alamos, provided the requestor furnishes a
magunetic {ape and the name of the computer on which the codes will he installed.
The general characteristics ol the {apes are:

For VAX/VMS: (UTILITY = COPY/LOG)
9-track, 1600 b.p.i., 80 characters/line,
512 lines/block, labeled ASCII tape

For CDC7T600-CRAY or IBM (UTILITY = TAPECOTY)
9-track, 1600 b.p.i., 80 characters/line, 30 lines/block,
unlabeled ASCIIL (EBCDIC for IBM) tape.

Our mailing address is
Group AT-6, MS H&29
Los Alamos National Laboratory
Los Alanios, NM 87545.
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Once a requestor has received a copy of the codes from us, he will he informed
by newsletter when corrections and improvements are made in the codes. Should
difficulties arise in running of the codes, assistance is available by calling any of the
numbers on page ii.

A.3.2 Access at Los Alamos.

At present the codes for the CRAY are on the Common File System (CFS); the
VAX versions of the codes are stored on the CFS and on the MP-VAX complex.
The following is a description of how to access the cades on these two systems. AT-6
does not maintain the CDCT600 version of the codes, but they do exist.

A.3.2.1 MP-VAX Version.

The directory AT00$DISK:[AT6HKS.VAXFILES] is the location of the source and
executable files. TABLJS A.3.2.1 gives thie names of Lhe files.

TABLE A.3.2.1. VAX Files for the
POISSON/SUPERFISH Codes

Source Executable

AUTO.FOR AUTOMESH.EXE
FISSO.FOR  SUPERFISH.EXE
FFORSO.FOR FORCE.EXE
LATSO.FOR LATTICE.EXE
MIRLIB.OLB
MIRSO.FOR MIRT.EXE
PANSO.FOR PANDIRA.EXE
POISO.FOR POISSON.EXE
LIBSO.FOR POILIB.OLB
SF1SO.FOR SFO1.EXE
TEKSO.FOR TEKPLOT.CXE
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To run any of the executable files on the MP-VAX complex, e.g., AUTOMESI,
just type:

RUN ATOO$DISK: [AT6HKS .VAXFILES]AUTOMESH

Henceforth underline means “typed by the user.” The code generates an output file

called TAPET73.DAT, which is used as input to LATTICE.

AUTSO.FOR is the only source file independent of otlier files. To compile and
link it, type:

FORT AUTSO
LINK/EXEC=AUTOMESH AUTSO

The POILIB/LIB file must be linked to all otlier POISSON or SUPERIFISH group
codes, For this reason, the library must be created fivst if any program besides
AUTOMESII is to be recompiled and if the file POILIB.OLB does not exist. To

recreate the library, type:

FORT LIBSO
LIBR/CREATE POILIB LIBSO

There is an additional library used with the code MIRT. To recreate this library
and run MIRT, type:

FORT MIRSO
LIBR/CREATE MIRLIB POIS0,LIBSO
LINK/EXEC=MIRT MIRSO,MIRLIB

To compile and link any of the other codes, PANDIRA [or example, type:

LINK/EXEC=PANDIRA PANSO,POILIB/LIB

Table A.3.2.II summarizes the commands necessary to recompile all the codes.
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Table A.3.2.11. Conunands for Recompilation of VAX Sowrce Files

FORT LIBSO for POILIB

LIB/CREATE POILIB LIBSO
FORT AUTSO for AUTOMESH
LINK/EXEC=AUTOMESH AUTSO.
FFORT LATSO for LATTICE
LINK/EXEC=LATTICE LATSO, )
I’O1LIB/LIB
FORT PANSO fot(PAND]RA
LINK/EXEC=PANDIRA PANSO, :
POILIB/LIB
FORT POISO for POISSON
LINK/EXEC=POISSON POISO,
POILIB/LIB
LIBR/CREATE MTRLIB POISO, for MIRLIDB
LIBSO
FORT MIRSO for MIRT
LINK/EXEC=MIRT MIRSO,
MIRLIB/LIB
FORT FORSO for FORCE
LINK/EXEC=FORCE FORSO,
POILIB/LIB
FORT SF1S0O for SFO1
LINK/EXEC=SFO1 SF1S0,
POILIB/LIB
FORT FISSO for SUPERFISII
LINK/EXEC=SUPIERFISIL FISSO,
POILIB/LIB
FORT TEKS0O for TEKPLOT
LINK/EXEC=TEKPLOT TEKSO,
POILIB/LIB,

USER$OLB:PLOT10/LIB
(This assutnes access to PLOT 10.)
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A.3.2.2 The CRAY system.

The codes are available as source files and executable files on the CFS and are
listed in Table A.3.2.Il1. Executable files are for CRAY1 — CRAY1S machines.
The user must recompile source files if running on CRAY XMP's.

Table A.3.2.IIl. CRAY Files for the POISSON/SUPERFISH Codes

Source Files Executable Files
Directory Directory
/lacce/poicodes/cray /src /lacc/poicodes/cray/xeq
AUTSO AUTOMESH
LATSO - LATTICE
FISSO FISH
FORSO*° FORCE"
LIBSO
MIRSO MIRT
MIRLIB®
PANSO PANDIRA
POISO POISSON
SF1S0O SFO1
TEKSO " TEKPLOT
POILIB®

2At the present tiine, FORSO is not on the CFS.
MIRLIB is the binary version of POISO. It is needed for MIRT only
POILIB is the binary version of LLIBSO.

There also exisls a directory called /lacc/poicodes/cray/xmp, which contains
examples of input and ouiput files for several magnet and rf-cavity problems.

To obtain an executable program, e.g., AUTOMESH, type:

mass get dir=/lacc/poicodes/cray/xeq automesh

To execute the program, type:

autocmesh
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The program will ask for the naine of an input file that the user has created. Cre-
ation of tlie input file is described in Sections B.3 and C.3 below. To obtain a source
program, e.g., AUTSO, type:

/lacc/poicodes/cray/src autso

The first lines of the source files are tlie compile instructions needed for the XEQ
utility. Compilation can he done with the single command:

xeq autso

AUTOMESH is a self-contained program. All other programs use commoun routines
from file LIBSO (the source file) or POILIB (the binary file). To compile one of
these programs, e.g., LATTICE, type either

/lacc/poicodes/cray/src latso poilib
xeq latso

or

/lacc/poicodes/cray/src latso libso
xeq libso
xeq latso

The program MIRT uses an additional common file — POISO (the source file) or
MIRLIB (the binary file). To compile MIRT, type either

/lacec/poicodes/cray/src mirso poivlib mirlib
xeq mirso

or

/lacc/poicodes/cray/src mirso poiso libso
xeq libso
xeq poiso
xeq mirso
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History of the
POISSON/SUPERFISH Codes.

The POISSON/SUPERFISIT group of codes really consists of two sets of codes,
one for the design of magnets and another set for the desigu of rf cavities. These
codes have heen developed over a period of 15 years. 1 the late sixties, Jim Spoerl at
Lawrence Berkeley Labhoratory (LBL) began modifying a diflusion calculation code
written by Alan Winslow at Lawrence Livermore National Laboratory (I.LNL).
The result was the TRIM codes (MESII and FIELD) capable of solving mathemat-
ical models ol two-dimensional magnets, including the eflects of finite permeability.
MESIH constructed an irregular triangular mnesh to fit the geometry of the immagnet.
FIELD solved Poisson’s equation for the potential function over the mesh.

Ron Holsinger, Klaus Halbach and other associates at LBL found the codes
useful butl in need of hiprovements. They made inajor changes in MESIH and intro-
duced the use of conformal transformations. In view of the extensive changes, they
decided to rename the codes LAT'T'ICE, TEKPLO'T, and POISSON. LATTICE is
like MESH; TEKPLOT, which was split from1 MESH, draws plots of either the mesh
or the field lines; and POISSON is like FIELD. llolsinger continued to cevelop these
codes for two years while he was at the Swiss Institute for Nuclear Research (SIN)
and the European Center for Nuclear Research (CIXRN). Another version of the
magnet codes (LATTCR, POICR, TRIPCR and FORCCR) were created by C.
Iselin while Holsinger was at CERN.

By 1975, when Holsinger arrived at l.os Alamos, he had completed five programs:
LATTICE, POISSON, TEKPLOT, MIRT, and FORCE. MIRT was an optimization
program that iteratively changed the shape of pole faces and current distributions
to obtain the field distribution specified by the user. FORCE was created to calcu-
late the magnetic forces and torques on the iron and current-carrying coils of the
magnet.

While al Los Alamos, Ilolsinger, in collaboration with Halbacl, wrote three more
programs; AUTOMESII, PANDIRA, and SUPERFISH. For many problems the in-

1
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put data preparation for LATTICE is very tedious because one mmst supply both
pliysical and logical coordinates along the boundaries. AUTOMESH eliminates the
need for tlie user to define the logical coordinates and most of the physical co-
ordinates. PANDIRA was written in response Lo difficulties encountered in using
POISSON to solve problems involving permanent magnets lor which the algorithm
used in POISSON (successive point over-relaxation) diverges badly. PANDIRA uses
the so-called “direct method” that works well for linear problems. Only a [ew iler-
ations are required (o make the reluctivity self-consistent with the solution for the
potential.

At the urging of Don Swenson and Klaus Halbach, Holsinger wrote the 1 cavity
code SUPERFISI using the techniques developed for tlie inagnet codes. SUPER-
FISH has many features in common with a program called MESSYMESH, which
was created at the Midwesl Universities Research Association (MURA) during the
early sixties.

SUPERFISH uot only calculates the fields but also determines the eigenfrequen-
cies of the cavity. To solve rf cavity design problems, one nses AU'TOMESII and
LATTICE to describe the geometry, SUPERFISH to find the field and frequency,
and TEKPLOT to display the fields in the cavily. One additional programn called
SFOI1 has been written Lo calculate auxiliary ¢uantities from the output of SU-
PERFISH. These quantities include transit time factors, power losses on the walls,
and frequency shills caused hy perturbation of the cavity walls. SFFO1 was written
for Drift Tube Linac (DTL) design. Other SUPERFISH post processor codes have

been written for special purposes bhut are not included in the code group at present.

Originally the Los Alamos version of the codes were wrilten for the CDCG600
computers. In 1977, when [Holsinger lefl. L.os Alamos, lie converted all the codes to
run on the VAX/750’s. He continued to updale and maintain the programs until
1982. At that time, he transferred the maintenance and distribution responsibility
to Los Alamos.

The codes have had tremendous popularity since the early seventies, and this
has resulted in a proliferation of versions of the codes. The documentation for
these codes was adequale but incomplete. Until recently, Los Alamos has had very
limited resources for documentation, maintenance, distribution, and consultation
with users. In October of 1983, The Department of Energy (DOE-HENI) provided
financial support. with which we have been able to undertake the writing of a com-
prehensive manual and the standardization of codes. With continuing DOE support
we have completed this manual, established users’ groups to guide improvements of
the codes, and set up a system for distributing updated versions of tlie codes and
documentation.
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Chapter B.1
Summary of the Basic Physics

Mathematically, the Poisson group of computer codes solves Maxwell’s static
equations (MSE’s) in integral form and in two dimensions. When the MSE’s are
taken together with the boundary conditions, they are equivalent to a generalized
forn1 of Poisson’s equation in two dimensiotis.

The first two chapters of Part B are a primer for tlie Poisson Group Codes.
They contain a summary of the basic equations and tlie ruu sequence for a simple
maguel. If you [ollow the steps for finding the field for this simple magnet, you
will know how to run the codes for other cases. The codes have a large numnber of
options which are explained in Chapters B.3 through B.9. Chapter B.12 contains
three examples which illustrale some of these oplions. The rest of the chapters
contain reference material that you will find useful if you run into problems or if
you want to understand what the codes are doing in more detail.

B.1.1 Maxwell’s static equations.

Maxwell’s static equations (MSE) are derived from Maxwell’s equations under
the assumption that all fields are independent of time. They can be divided into
three types:

Ampere’s Law Type Equations:

fH-dl:/J-da—»VxH.:J, (B.1.1.1)
fE-dl:O—»VxE:O, (B.1.1.2)
Gauss’s Law Type Equatious:
fB-da=o—>V-B=o, | (B.1.1.3)
fp-da=/pd-v—>v.n=p, (B.1.1.4)
3
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Material Type Equations:

Isotropic materials

H= 7(' B |)B//~"o’ (B.1.1.5)
D = ¢,x(| E |)E, (B.1.1.6)
Anisotropic materials
o=
H =7 -B/u,, (B.1.1.7)
D =¢, k. ‘E, “ (B.1.1.8)
Anisotropic, permanent magnet (electret) material
H =7 -B/u, — H., (B.1.1.9)
=
D=¢ % -E-D, (B.1.1.10)

where H and E are the magnetic and electric field, B and D are the magnetic
induction and the displacement fields, J and p are the electric current and charge
densities, and « is called the reluctivity. (It is the reciprocal of the relative perme-
ability k,.) The quantity k. is the dielectric constant. For anisotropic materials

= =>

both ¥ and k. are tensors, i.e., the magnetic field and maguetic induction are not in
the same direction, for example. For permanent maguet (electret) materials there
are magnetic and displacement fields that remain even when B and E are zero.
Historically these are the coercive forces, H, and D,.. In the Ampere’s law formu-
las, da is an element of area times a unit vector perpendicular to that area, and
dl is an elemnent of path length times a unit vector tangent to the closed contour
surrounding the area. In the Gauss’s law formula, dv is the volume enclosed by the
closed surface of the integral on the left side of the equation. The constants 1, and
€, depend on the system of physical units (meters, kilograms, seconds, Coulombs,
for example) used to measure the field quantities.

One goes from the MSE’s to the generalized Poisson equation by assuming that

B=VxA, (B.1.1.11)

which follows from Eq. (B.1.1.3). For two-dimensional, cartesian geomelry one can
show that

»

A=A, e, (B.1.1.12)

and - A
J=1J.¢, (B.1.1.13)
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where €, is a unit vector in the z-direction. From this and Eq. (B.1.1.1) it follows
that

2 B D2 A + o [+ B gy Aulers)] = otz

oz
(B.1.1.14)

which is the generalized Poisson equation in cartesian coordinates.

For magnet configurations having cylindrical symmetry one can use cylindrical

coordinates (r, 8, z). It is shown in Chaptler B.13 that when

A=Ageq | (B.1.1.15)

and
J=Js e (B.1.1.16)

then
3 10 3 ) .
5 7B I);g,;(er)] + 55 [v(l B |)5;Ao] = ptoJs (B.1.1.17)

in cylindrical coordinates., The codes find the vector potential in either carte-
sian coordinates or cylindrical coordinates. I'he generalized Poisson equations for
anisotropic and permanent magnet materials are more complicated and can be found
in Chapter B.13.

Problems involving anisotropic material can only be solved using the code
PANDIRA. POISSON treats only isotropic materials. PANDIRA will treat both
isotropic and anisotropic materials. Anisotropy is described in terms of the reluc-
tivities 4| along an easy axis and v, along a hard axis. PANDIRA allows two
geometries for the easy axis. In the first geometry, the easy axis is independent
of position in {he material. In the second geometry, the direction of the easy axis
changes along the circuniference of a circle whose center need not coincide with the
origin of coordinates. There are no natural anisotropic materials of this type, but
one can artificially approximate such materials by assembling a number of wedge-
shaped permanent magunets. We will only describe the first geomnetry here; the
second geometry is described in Section B.13.1.

Figure B.1.1.1 illustrates the direction of the easy axis relative to the axes of
the larger problem. The easy axis mmakes an angle g with respect to the horizontal
=

axis of the coordinate system. The reluctivity tensor 7 is a symmetric tensor whose
cartesian components are:

Yew = Y||COS’PE + Y15in’ @, (B.1.1.18)



6 PART B CHAPTER 1 SECTION 1 ; December 3, 1986
Y
»
K
°
o
‘en
’0\ ¢;
/ X

Figure B.1.1.1: Definition of coordinate axes for anisotropic materials.

1 .
’Ya.y = 5(’}'" —“Y_L).Sf.nZ(pE, (B.l-l.lg)

Yoy = 'y”sinztpg + v cos’pg. (B.1.1.20)

When the anisotropic material is also permanent magnet material, the coercive force
H, is also parallel Lo the easy axis; ils components are

H.. = H.cospg, (B.1.1.21)

and
H,, = H.sinyE. (B.1.1.22)

Because of the parallelism between the equations for the electric and magnetic
fields, it is easy to see how one equation-solver can be used for both magnetostatic
and electrostatic problems. If we let the electric field be given as the gradient of
the scalar potential V,

E=-VV, (B.1.1.23)

then it can be shown that the corresponding generalized Poisson equation for elec-
trostatics in cartesian coordinates is

ad ad ad ‘
= [ne(l E ')’a—z"] + 5‘% [neu E |)5;V] = p/eo, (B.1.1.24)

which is of the same form as the magnetostatic equation, Eq. (B.1.1.14). The
electrostatic equation in cylindrical coordinates is

- [m,u E |)-a‘97’v] e [neu E |)%1'] = o/eo (B.1.0.25)
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whichh is slightly different. than {he corresponding magnetostatic equation,
Eq. (B.1.1.17). The codes do distinguish hetween magnetostatic and el=ctrostatic
problems for cylindrical coordinates.

Boundary coudilinns must he supplied to give a unique solution to the equa-
tions. Poisson’s equation is au elliptic partial differential equation. This means that
the most general allowed boundary conditions take the [orin

aA, + b8A,/On = ¢ (B.1.1.26)

where A, is [or instance the value of the z-component of the vector potential eval-
uated on the boundary and 8A4,/8n is the derivative of the potential in a direction
normal to the boundary curve, evaluated on the boundary. The quantities a, b and
c are known functions evaluated on the boundary. 'T'he Poisson group cocles do not
allow this type of generality. On any segment of the boundary, the quantities a and
b are either zero or one. The quartity c is always zero when a is zero. That is,
only two types of boundary segments are allowed. These are relerred to as Dirichlet
hboundaries and Neumann bouncdaries, which are defined as follows:

Dirichlet
Ay =c (B.1.1.27)

Neumann

8Ay/On = 0. (B.1.1.28)

An easy mnemouic is to remember that “normal” derivative is “Neumann.” The
only known way to assign the proper houndary conditious for a problem is by
“physical intuition.” You nmst have some qualitative idea how the field is going to
behave at the boundary. Because of {he lack of generality built into the codes, there
are some magnetic ficld problems Lhat cannol be solved wilh these codes. Many
problems can be solved only approximately.

B.1.2 Basic Algorithms for finding the potential.

The code POISSON sets 11p a linear equation for the potential at each point
on a topologically regular, triangular mesh. For a picture of sucl a mesh, see Fig.
B.2.7 below. By topologically regular we mean that the mesh points can be put into
one-{o-one correspondence with points on a mesh generaled by ecuiilateral triangles,
which we will call the logical mesh since the poiuts in this mesh can he numbered
in a “logical” manner. The topologically regular mesh, which is a distortion of
the logical mesh, is called the physical mesh. Each point on the logical mesh has
six equidistant nearest neighbors. See Iig. B.1.2.1. The correspondence hetween
the physical mesl and the logical niesh allows one to identily the corresponding six
neighbors on the physical mesh. lf we call the potential at the center of the hexagon
Ayp, and call the potentials at. the nearest neighbor mesh points 4;, for¢ = 1 to 6,
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2 1
3 6
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Figure B.1.2.1: Correspondence hetween points on the logical mesh and the
physical mesh for the six nearest neiglibors. The contour shown in the phys-
ical mesh is tlie contour used in Ampere’s law, Eq. (B.L.1.1). -

{hen Ampere's Law, when discretized, can he shownu, see Appendix B.13.6, to give
the equality

w0 + 850 Jiag
Ay = L=t A4 g dicy i . (B.1.2.1)

i=1 Wi

where a; is the arca for each triangle enclosed by the contour integral and the w;’s
are linear functions of the reluctivities ¥;’s. For instance it can be shown that

wu = % [‘Ylu B |)C0t(01) + ')’z(l B |)COt(04)] (B1.22)

where the angles 8, and 8, are shown in Fig. B.1.2.1. Such an equation can be set
up at each mesh point. The resull is a set of “linear” equations with the values
of the potential at each mesh point being the unknowns. This set of equations is
solved by a numerical procedure called successive substitution with overrelaxation.
This procedure is described in Section B.13.6. These equatious are nonlinear, since
the reluctivilies 4; are functions of the A;. The «;’s are allowed to change during
the solution process so that the final solulion is self-consistent.

Having obtained a solution for the potential over the niesh, the codes will cal-
culate auxiliary quautities sucli as the magnetic induction B and its derivalives.
These calculations are discussed in the next subsection.

B.1.3 Calculation of auxiliary quantities.

In principle one could obtain the fields by numerical differentiation of the po-
tentials, but this would not he very accurate. Derivatives of the fields, for exaniple
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8B, /8y, would be even more inaccurate. POISSON gets around this limitation by
analytically taking the derivatlives of the potential expressed as a series of the form

i(a,,u.n + bavn) (B.1.3.1)

n=o

where the quantities u,, and v, are polynomial solutions of Laplace’s equation in
either cartesian or cylindrical coordinates. The subscript n is the order of the
polynomial. Table B.1.3.1 gives a short list of these polynomials for cartesian coor-
dinates. '

Table B.1.3.1 Harmonic Polynomials
n “Un Un
1 =z y
2 x2—y? 2zy
3 23-3zy® 3%y —°

Magnet designers will recognize tliese as dipole, quadrupole, and sextupole magnetic
potential functions. The coeflicients in the multipole expansion defined by Eq.
(3.1.3.1) are determined by the symmetry of the problem and by a least-square
fitting procedure using the first 18 neighboring points o a given point. The details
are described in Section B.13.2. The derivatives of the potential are easily expressed
in terms of the a,’s, b,’s and thie liarmonic polynomials.

In addition to calculating the field and its derivatives, POISSON also calculates
the energy in the field. The program FORCE is the postprocessor to POISSON that
calculates the forces and torques on current-carrying coils and blocks of magnetic
(iron) wnaterials. Once again, the procedures used to calculate these quantities are
described in Section B.13.2.

B.1.4 Physical units used in the Poisson group
codes.

Maxwell’s static equations Eqgs. (B.1.1) through (B.1.10) have been written in
the form suggestive of rationalized MKS units, but the units really depend on the
values of ¢, and y,. The codes, on the other hand, do assume certain default units.
These units are given in Table B.1.4.1.
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Table B.1.4.1 Default System of Units
Quantity Units
Length centiineters
Current amperes
Induction B gauss
Field H amperes/cmn
Potential A gauss-cin
Derivalives of B gauss/cm
Force amp-cm-gauss = 10 %newtons

Stored energy (cartesian)  joules/meter
Stored energy (cylindrical) joules

Mo 0.4 ™ gauss-cnmi/amp*
Potential V volts

Field E volts/cm

Velocity of light ¢ 2.997925 x 10'° cn/sec
Charge coulombs

*11, = 4w x 107? volts/(amp-cm) is also used in the codes. One can calculate

€0 = 1/(toc?) = 8.8542 x 1074 coul /(volt-cim).

As the reader cau see, this is a modified rationalized MKS system; meters are
replaced by ceutimeters, and Tesla are replaced by gauss. The user can change
the units to some extent by making use of the conversion parameter in the input
to AUTOMESH or LATTICE. Tlhese codes will accept length input in any units
the user desires (inches, feet, meters, furlongs, ...). This conversion parameter is
known as CON{(9). For example, if CON(9) = 2.54, then LATTICE expects input
in inches; if CON(9) = 100, LATTICE expects meters.

B.1.5 Trimming the poletips with MIRT.

The POISSON postprocessor called MIRT is an optimization program that al-
lows the user to irim the field in a dipole magnet. It can also be used to change the
shapes of current-carrying coils, and Lo change the value of currents to meet user-
defined field specifications. We will only describe the poletip modification capability
here. The bhasic procedure is to: 1. Run POISSON with a preliminary estimnate of
the current in the coil and a simple flat poletip; 2. Specify the desired field values at
points in the air gap of the magnet; 3. Specify points on the poletip boundary that
can be moved to reshape the poletip; and then 4. Let MIRT change the magnitude
of current in coils and the shape of the poletip to give the desired field distribu-
tion in the gap. MIRT uses the output of POISSON and an input file containing
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Figure: B.1.5.1: Cross section of H-shaped dipole magnet.

Figure B.1.5.2: Field distribution of dipole magnet; only one ¢uarter
of the magnet is shown. The poletip has been trimmed using MIRT.

the specified fields and poletip boundaries to make the required changes. Figures
B.1.5.1 and B.1.5.2 shows an example of a poletip after a typical MIRT optimization.

The change in the poletip boundary is made by adding or subtracting “bumps”
to the boundary. The purpose of this subseclion is to describe the shape of the
bumps. There are five shapes: triangular, trapezoidal, three interval, left-sidecd
two interval, and right-sided two interval. These bumps can be either positive or
negative, that is, can add or take away iron from the poletip. The triangular and
two interval humps are specified by three points on the magnet boundary and the
otlier two bumps require four points. Figure B.1.5.3 shows the labeliug of the points
defining the humps.

The solid line is the original houndary and the dotted lines illustrate a typical
distortion of the boundary.

A bump is determined by one parameter, which we will call u. The forinulas for
the shape functions describing the two and three interval bumps are as follows,
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RIGHT END
LEFT END
APEX
RIGHT END

T LEFT END
APEX

4 picHr END

P—d,—b-dyidyl  Pdyb—dy— 4+,
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»* Y X ~ J H o X z
o S o 1 ' - - :
v Peccncccnca & ‘\-"" E "‘,. ‘\.‘\ i
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BUMP BUNP -lmﬂ z-m"l;%ﬂla

Figure B.1.5.3: Nomenclature for the five types of bumps used to trim the
poletips in MIRT. Bumps can overlap and be positive or negative. The
solid line is the original boundary and the dotted lines illustrate typical
distortions. A left-sided two interval bump is specified by letting the left
end and left apex points be the same. The right-sided two-interval bump
is specified by letting the right apex and right end points be the same.

a; z? , 0z <d
Y=Y — u—az(w—b)z y iy <z <d+4d;
az(z —dy —dy—dy3)? , di+ds <z <dy+dr+d;
(B.1.5.1)
_ _{11.—0.2:1:2 , 0<z<d, , di=0
Y= " \aa(z —dp~d3)? , dz<z<dy+ds
(B.1.5.2)
_ _{ala:2 , 0<z<d
Y= " lu-—asz~di~ds)? , i<z<di+dy , dz=0
(B.1.5.3)

where the a’s and b’s are complicated functions of the length of intervals between
points and are determnined by matching tlie sections of the functions and their
slopes at the apex points. (Note: the left-sided two-interval bump is incorrectly
programnmed in the code. It will be corrected soon.)

indentBumps may overlap and hence one can achieve rather complicated poletip
shapes. The number of buunps that can be used at one time depends on the number
of points in the airgap at which the field is being specified. The optimization
is based on a least squares procedure and therefore the most meaningful results
are obtained when the number of points Lo be fitted is larger than the nummber of
parameters being adjusted.




Chapter B.2

SIMPLE EXAMPLE
H-SHAPED DIPOLE MAGNET

B.2.1 Run on the Los Alamos CRAY Computer

This section contains the input necessary to calculate the magnetic field distri-
bution in the vertical cross section of a long dipole magnet used in circular particle
accelerators. Because the dipole is lung, the calculation of the field far from the
ends of the maguet is essentially a two dimensional problem. The magnel cross
section hias fourfold symmetry and therefore it is only necessary to describe one-
fourth of the magnet. The first thing to do is make a diagram of tlie magnet cross
section and assign (x, y) coordinates to the ends of straight line segients defining
the boundaries between different materials as sliown in Figure B.2.1.1.

13,3 122, .43.)
Region 2
iron
yiom}
{5.5,6.)
[N
(5.5.2.9)
(0.,2.) —...—.—.—-..m‘..{.’
Meglon U ale

(0.,0.) (6..0.) aicmd (18.5,0.(15.0.] (22.,0.)

Figure B.2.1.1: Upper right quadrant of the cross section of an H-shaped dipole
magnet showing iron, coil, and air regions and the boundary segments between
them; (x, y) coordinates are assigned to the endpoints of line segments separating
regions.
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h-magnet test, uniform mesh 4/23/85 ﬂ]ﬂelhm;suutsincol2l
$reg nreg=3,dx=.45,xmax=22.,ymax=13. ,npoint=53

nreg: nunber of regions; dx: lrorizontal mesh size
xmax,ymax: dimensions of Fig. B.2.1.1

npoint: number of $po lines

$po x= 0.0,y= 0.0%
$po x=22.0,y= 0.0%
$po x=22.0,y=13.0%
$po x= 0.0,y=13.0%
$po x= 0.0,y= 0.0$
$reg mat=2, npoint=10$ 2nd region; mat=2 mcans material is iron
$po x= 0.0,y= 2.0%

$po x= 5.1,y= 2.0%
$po x= 5.5,y= 2.4%
$po x= 5.65,y= 6.0%
$po x=16.0,y= 6.0$
$po x=15.0,y= 0.0$
$po x=22.0,y= 0.0$
$po x=22.0,y=13.0%
$po x= 0.0,y=13.0$

$po x= 0.0,y= 2.0%
$reg mat=1,cur=-26456.791, npoint=6$ 3rd reg.; mat=1 plus cur=(amps) means coil reg.
¢#po x= 6.0,y= 0.0%
$po x=14.5,y= 0.0$
$po x=14.5,y= 5.6$
$po x= 6.0,y= 6.5%
$po x= 6.0,y= 0.0%

Figure B.2.1.2: The input file hmagl for AUTOMESH. The first line is a title, Each
region is described by a region line starting with the symbol $reg. The region line
is followed with several point lines ($po) defining points on the boundary segments.
FORTRAN nanelist format is used. The title must begin in column 2. Text in
boxes is comment information.

These coordinates are next used to create the input file for AUTOMESH. The
programm AUTOMESH constructs a triangular mesh of points over all physical re-
gions. The program LATTICE, which rns after AUTOMESH, deforms that mesh
to make lines in the mesh coincide with the boundary segments. Figure 8.2.1.2
shows the AUTOMESH input file corresponding to Figure. B.2.1.1.

automesh ‘Executes AUTOMESH; program requests name of input tile|
? type input file name
7 hmagi
region nmo. 1
ok
region no. 2
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ok
region no. 3
ok
stop

At completion AUTOMES generates 2 files:

1. TAPET3: Input for LATTICE, 2. OQUTAUT: Output listing from AUTOMES
automes ctss time .456 seconde

cpu= .175 sys= .037 i/o+memory= .244

all done

Figure B.2.1.3: Terminal session with AUTOMESH on the CRAY. Underlined

words are those entered by the user.

Figure B.2.1.3 shows the terminal output when AUTOMESH is executed on
the CRAY. Ilenceforth any words underlined in examples of terminal sessions are
understood to be words typed by the user. Other text is generated by the prograin.

The next step is to execute the program LATTICE. An interactive session on the
CRAY is shown in Figure B.2.1.4.

lattice I Execute LATTICE with input file TAPET3 gencrated by AUTOMES ‘
?type input file name ‘

7 tape?3

beginning of lattice execution

dump 0 will be set up for poisson

h-magnet test, uniform mesh 4/23/86

?type input values for con(?)
? #6 0 *46 6_8

Changes to problem constants in array CON( )
CON(6)=0 specifies internal permeability table
CON(46)=6 specifies symmetry type for h-magnet
elapsed time = 0.7 sec.

iteration converged

elapsed time = 1.0 sec.

generation completed

dump number O has been written on tape35b

stop 2 output files generated: TAPE35 amd OUTLAT
lattice ctes time 1.4567 seconds
cpu= .954 i/0= .440 mem= .062
all done

Figure B.2.1.4: Interactive session with program LATTICE.

The user caun change program constants contained in the array CON(). The
format for entering changes is described in Sec. B.3.1. The list of all CON’s that
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can be changed is contained in Sec. B.13.7. This detail is not important for our
example. It is sufficient to note that CON’s can be changed at this point. In the
above example, CON(6) = 0 tells the program to use the permeability table for iron
as stored in the programn itself. There are options that let the user specify his own
table. By specifying the symmetry type CON(46)=6, the user is making full use of
the symmetry of the problem in finding the solution, hence is saving time.

Upon completion, LATTICE generates two output files: TAPE35 and OUTLAT.
TAPE35 is a binary file used as input to TEKPLO'T', POISSON and/or PANDIRA.
The file TAPE35 can have several binary records written to it. The record coming
from LATTICE is labeled “dump0.” The output from POISSON can added records
labeled “dump1”, “dump2”, etc. This will be described helow. The file OUTLAT
is a summary of input and output generated by LATTICE. Unless the program is
generating unreasonable input to POISSON, there is seldom any reason to look at
this file,

The usual way to verify that AUTOMESH aud LATTICE have executed prop-
erly is to run TEKPLOT, which is a program thal plots the inpul geometry and
the mesh generated by LATTICE. Figure B.2.1.5 shows an interactive session with
TEKPLO'T in whicli one generates Figures B.2.1.6 and B.2.1.7 shown below.

tekplot { Executes TEKPLOT Program,; requests input data.l
7type input data- num, itri, nphi, inap, nswxy,
? s |s means skip in FREE forinat; hence use default va.lues]

input data

num= 0 itri= 0 nphi= 0 inap= 0 nswxy= 0
plotting prob. name = h-mag test, uniform mesh 4/23/85

7type input data- xmin, xmax, ymin, ymex, [Plol’, limits on x and y
?7 s ISkip; hence use default values

input data

xmin=0.000 xmax= 22.000 ymin=0.000 ymax= 13.000
7type go or no
?7 go FA}ter “go”, screen clears clears and TEKPLOT generates Fig. B.2.1.6

?type input data-num, itr, nphi, inap, nsuxy, ‘ <CR> clears screen & gives this prompt]

? 018 |itri=l means plot the mesM

input data

num=0 itri= 1 nphi=0 inap= 0 nswxy= 0
plotting prob. name = h-magnet test, uniform mesh 4/23/85
7type input data- xmin, xmax, ymin, ymax,

7 8
input data
xmin=0.000 xmax= 22.000 ymin=0.000 ymax= 13.000

7type g0 or no

[If “no”, will go back to correct input; “go” clears screen and generates Fig. B.2.1.7.

? go
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7type input data- num, itri, nphi, inap, nswxy, [<CB.> gives this prompt

? -1s {num:-l mreans dwmnmp number -1, hence quit; must type “s”
tekplot ctss time .824 seconds

cpu= .0b4 ifo= .711 mem= .069

all done

Figure B.2.1.5: Interactive session with TEKPLOT. By choosing the default values
for the parameter itri, one gets a plot of the magnet geometry without the mesh.
On the second time around, we choose itri=1, which gives a plot of the mesh. Num
stands for dump number, hence num=0 meais get the information from the lattice
dump. The program is terminated by letting num=-1 on the third go-around.

o Job. “hrmagmst tedl. waifmre magh 47796 wkles B
Figure B.2.1.6: Plot from TEKPLOT of {he magnetl geometry. This is a verification
of the input data to AUTOMESH lor the problem “h-magnet test, uniform mesh
4/23/85.
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WAYAYAVAVAVAY, OOOKA-
prob, r-mgrat Let, enliore mek 422185 wcie= B

Figure B.2.1.7: Plot from TEKPLOT of the mesh generated by LATTICE for the
problemn “h-magnet test, uniform mesh 4/23/85.”
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The mesh looks good. We are now ready to run POISSON. Figure B.2.1.8 shows

the interactive session,

poisson
Ptype ‘‘tty’’ or input file name | POISSON can execute from file or terminal |
7 ety
?type input value for num inum is dump number on TAPE35

? 0 ‘ In this case only dump 0 is available.‘

beginning of poisson execution from dump number 0
prob. name = h-magnet test, uniform mesh 4/23/85
?type input values for con(?) [Make changes in CON’s using FREE form;_t—l

?7 s ’ s=skip;make no changes. '
elapsed time =1.1 sec.
0 cycle amin amax residunl-air eta-air rhoair xjfact
gmax rosidual-iron sta-iron rhofe

(o] o) 0.0000e+00 0.0000e4+00  1.00C0e+00 1.0000 1.9000 1.0000

4.00000-03 1.0000e+00 1.0000 1.0000
o 50 rhonir optimized 0.8903 1.9556 lambde = 9.8976e-01
o) 60 =-4.72980+04 0.0000e400 £.73490-02 0.9903 1.96568 1.0000

3.80260-03 3.4407e0-02 1.0039 1.0000
[} 100 rhoair optimized 0.9717 1.9576 lambda = 9.8978e-01
(4] 100 -1.00126+056 0.0000e+00 2.53600-02 0.9717 1.9578 1.0000

2,08340-02 2,0508e-02 0.9834 1.0000
0 200 rhoair optimized 0.8960 1.8478 lambda = 1.0003e+00
Q 200 ~1.1965Be+05 0.,00000+00 1,88870-04 0.8980 1.9479 1.0000

4.6362e¢-02 7.8338e-0B 0.8800 1.0000
o] aro -1.1939e+05 0.0000e+00 3.7301e-07 0.9367 1.8478 1.0000

4.83920-02 1.6135e-07. 0.9328 1.0000

solution converged in 370 iterations
elapsed time =5.1 sec.
dump number 1 has been written on tape35. POISSON writes binary record

7type input value for num Program loops back to start

T

-1 stops program. Could have continued from dump 1 if wanted
to change some CON’s and run again.

stop
poisson ctss time 5.664 seconds
cpu= 4.166 i/o= 1.014 mem= .485

all done

Figure B.2.1.8: Interactive session with POISSON on the CRAY.

POISSON produces two output files TAPE35(dumpl) and OUTPOI. Data for
plotting the field distribution is contained on TAPE35(dumpl) and can be viewed by
running TEKPLOT again. Figure B.2.1.9 is the interactive session with TEKPLOT
which produces the plot shown in Figure B.2.1.10.
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tekplot |Executes TEKPLOT |
?type input data-num, itr, nphi, inap, nswxy
?7 10208 rnum'l means dumpl; nphi=20 is number of potential lines plotte—|
input data
num= 1 itri= 0 nphi= 20 inap= 0 nswxy= ¢
plotting prob. name = h-magnet test, uniform mesh 4/23/86 cycle = 370
7type input data- xmin, xmax, ymin, ymax,

7T 8
input data
xmin=0.000 xmax= 22,000 ymin=0.000 ymax= 13.000

7type go or no
If “no”, will go back to correct input; “go” clears screen and generates Figure B.2.1.10. ]

?

? go
7type input data- num, itri, nphi, inap, nswxy, Carriage retnrn gives this prompt—]

7 -1s [num:—l mneans dump vuinber -1, hence quit; must Lype “s"

tekplot ctas time 1.480 seconds
cpu=  .797 i/o=  .611 mem=  .073
all done

Figure B.2.1.9: Interactive session with TEKPLOT for generation of field plot.

—

I

prob. =h-aagnel teat, uniiore mseh 472306 ccle = 179

Figure B.2.1.10: Plot of magnetic field lines for problem “h-magnet test, uniform
mesh 4/23/85 cycle = 370.” This plot normnally appears on the screen of your
terminal if you have graphics capability.
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lsast sguarss odit of problmm , cycled70

‘L* mag symmstry type
storsd snergy » 1.4240e+03 joules / mster or radian
xjfact= 1.000000

x 1 afvector) x y bx{guuss) by(gause) bt{gauss)  dbhy/dy(gauss/cm) dby/ax(ganwsfem) afit
1 1 0.0000000+00 0.00000 0.00000 0.000 16212.2560 165212.250 0. 0000e+00 0.0000e+00 5.3-04
2 1 ~8.8207B1e+03 G.44808 0.00000 0.000 15210.826 15210.826 0.0000e+00 -8 .4035e+00 -8.30-03
3 1 ~1.565822e+04 0.89706 0.00000 0.000 15206.106 15208.1056 0. 0000400 -1 .4868e+01 3.7¢-08
4 1 ~2,0483056e+04 1.54694 0.00000 0.000 15107.058 15197.068 €.00009+00 2. 70070404 5.6e-03
B 1 ~2.730348e+04 1.70502 0.00000 0.000 15180.866 15180.868 0.0000e+00 -4 . 7887401 8.5e-08
8 1 -8.411342++08 2.24400 0,00000 0.000 16161.761  15161.761 0.00000+00 -8.45360+01 7.84-03
7 1 -4,000683a404 2.60338 0.00000 ©.000 16100.434 15100.4% 0.0000e+00 -1 ,.5084e402 9.2¢-03
8 1 ~4.768807e+04 3.14238 0.00000 0.000 15008.404 15008.408 0.0000a+00 ~2.7006e+02 1.1e-02
9 1 -5.43TiD8e+04 3.591B4 0.00000 0.000 14843.504 14843.504 0.0000e+00 ~4.8357e+02 2.4e-02
10 1 -6.007737e+04 4.04082 0.00000 0©.000 14664 .6756  14B54.878 0. 0000e+00 -8.20090+02 1.1¢-01
11 1 -0.741201e+04 4.48880 0.00000 0.000 14077.748  13077.T44 0.0000e+00 ~1.3160e+03 E.1s-01
12 1 ~7.368221e+04 4.88878  0.00000 0.000 133%60.124 133689.124 0.0000e+00 ~1.8577e+03 1.8e+00
13 1 ~7.0880018+04 5.38778 0.00000 0.000 12435.718  12435.718 0.0000a+00 -2.1782e+03 =7.80+00
14 1 -8.6673879+04 6.00000 O0.00000 0.000 10803.018 10803.018 0.0000e+00 -32.8855e+03 6.7e+00
16 1 -0.1147310¢04 8.447387 0.00000 0.000 - 0013.008 9613.008 0.0000e+00 ~2.84340+03 1.8e+0%
16 1 -9.5188500+04 6.89474 0.00000 0.000 B8416.533 8418.5633 0.0000a+00 ~2.6022e+03 E.1a+00
17 1 -9.8711901e+04 7.34211 0.00000 0.000 7364 .562 T354.662 0.0000e+00 -2.2180e403 1.0e+00
18 1 ~1.017932«408  7.7B947 0.00000 '0.000 8439.740 6430.740 0.0000e+00 ~1.8007e+03 9.3¢-04
18 1 ~1.,0448478+05F 8.2383&4 0.00000 0.000 B6EE . 367 EOBE. 3687 0.00008+00 =-1.68278e+03 B.0s~04
20 1 -1.0687009+08 8.68421 0.00000 0.000 4078.523 4078.623 0.0000e+00 ~1.4113e+03 2.8e-01
21 1 -1.089023e+05 2.13158 0.00000 0.000 4387.502 4387.502 0.0000e+00 ~-1.240%e+03 1.0e-01
a2 1 -1.108069405 9.5788E 0.00000 0.000 8864.280 3884 .280 0.0000a+00 ~1.1D08e+03 9.0e~02
23 4 -1.12427Te«+0F 10.02632 0.00000 0.000 3393.820 3393.820 0.00008+00 ~1.0022e+03 5.0e~02
24 1 ~1.138487e+05 1047388 0.00000 0.000 2064 .660 2064 . 650 0.0000e+00 -9, 20089402 3.0s-02
286 1 -1.150850e+06 10.9310E 0.00000 0.000 2587.348 2567 .348 0.00008+00 ~8.57780+02 1.3¢-02
20 1 -1.101496e+056 13.30842 0.00000 0.000 2106.081 2105.081 0.00000+00 ~8.08089+02 9.00-04
27T 4 -1.17T0520e+08 11,8170 0.00000 0.000 184%.181 1842.181 0.0000+00 -7.7062e+02 ~9, be~03
28 1 -1.17T8000¢+0b 12.26318 0.00000 0.000 1604 .266 1604 .265 0.00000+00 «7.41200+02 ~2.00~02
29 1 -1.183008e+0E 12.71063 0.00000 0.000 1177.84 1177.824 0.0000e+00 ~7.18820402 ~3.40-02
S0 1 -1_.18BBE2e+0F 13.15780 0.00000 0.000 860.007 860,097 0.0000e+00 -7.0192s+02 -5.7¢-02
31 { -1.191702«+05 13.60528 0.00000 0.000 548.874 B48.87T4 0.0000s+00 ~8.8034e402 -9.7¢-02
532 1 -1.100473%+06 14.068343 0.00000 G.000 213.248 243,248 0.0000e+00 ~-8,7854e+02 -2.4e-01
33 1 -1.193B80e+06 14.50000 0.00000 0.000 -EQ. 749 59.749 0.0000a+00 ~-8.6700e+02 -1.5e+00
34 1 -1.403ETHe056 15.00000 0.00000 0.000 ~80.019 60.019 0.00006+00 0.0000e+00 -1.0e:00

Figure B.2.1.11: A section of output from file OUTPOI for problem “h-magnet test, uniform
mesh 4/23/85 cycle = 370, This gives the fileds along the x-axis. Note that this printout
will not give the field in iron regions.
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The file OUTPOI contaius a summary of the input data and a table of the field
components and their gradients. We show lines 188 1o 228 from that file in Figure
B.2.1.11.

B.2.2 Execution on Los Alamos Computers
The POISSON gronp codes are on hoth 1{he CRAY’s and on the MP-Division

VAX computers. The procedure for running these programs is slightly different in
the two cases. Figure B.2.2.1 lists the commands to run the above test case on the
CRAY’s. It is assumed that the user knows how to sign on to the CRAY.

mass get dir=/lacc/poicodes/cray/exq automesh lattice tekplot poisson

mass get dir=/lacc/poicodes/cray/xmp hmagl oauthl olathl opoill
automesh

tekplot

poisson

tekplot

fred outpoi

Figure B.2.2.1: Series of commands [or running test problem on the LANL ('RAY’s.
The first line gets the run files from the common file system. The second line re-
trieves the AUTOMESII iuput file hinag. The otlier files on this line are output files
from AUTOMESH, LATTICE and POISSON. They may be useful for comparing
your results with ours. Fred is an editor for looking at OUTPOI.

FRED ATOO0$DISK: [AT6HKSIHMAG1.CUM

using FREDLAST switch settings I Editor opening information line‘
$1%dua3: [AT6HKS]HMAG1.COM;7 14 I}nes

sTe  [Tells FRED to type all the lines in the file HMAGI.COM |
$COPY ATOOS$DISK: [AT6HKS]HMAG1.AUT []

$FRED HMAG1.AUT

T+ Type the entite AUTOMESH inpnt file [lMAGl.AUT‘
END | Leave editorl

$Run ATOO$DISK: [AT6HKS]AUTDMESH

HMAG1.AUT

$RUN AT00$DISK_:~£AT6HKS] LATTICE

TAPET3 W'I‘clls LATTICE to use TAPET3 as input.‘

%6 0 *46 6 & ‘Change of C"'ON's in LAT’I‘I(‘F}‘

$RUN ATOO$DISK: [AT6HKS]POISSON

TTY ‘ "Tells POISSON that input is from the terminal ‘
0 dump number expected by POISSON l
s |Skip changes in the CON arrayl

© @O <N mMmbs W=

-
o

=y
—_

-
N

—_
w
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14 -1 Plump number = -1 terminates the POISSON rn
$ ‘3 is the VAX/VMS system prompq

Figure B.2.2.2: A listing of the commaid file HMAG1.COM using the FRED editor.

Wlien running on the MP VAX/VMS machines, all executable files are under
the directory ATOU$DISK:[ATGHKS]. The test problem uses a command file called
IIMAG1.COM to execute AUTOMESI, LATTICE and POISSON; TEKPLOT is
used interactively to generate the various plots. At completion {he output files
OUTAUT.LIS, OUTLAT.LIS and OUTPOLLIS may be compared with the cor-
responding output files OAUTH LIS, OLATHIL.LIS and OPOILLL.LIS, which are
stored in directory ATO0$DISK:[ATGLIKS]. The step by step procedure is shown in
Figure B.2.2.2,

B.2.3 Executing on Systems Outside of Los Alamos

The magnetic tape containiug the POISSON Group Codes senl outside users
contains the above test problem iuput and output files. The files will Lhave diflerent
names depending on whether the user receives the CRAY version or the VAX/VMS
version. [Figure B.2.3.1 list the tile names that should he on the magnetic tape.

VAX/VMS CRAY

HMAG1.COM = =-~---
HMAG1 .AUT HMAG1
OAUTH1.LIS 0OAUTH1
OLATH1.LIS OLATH1
OPOIH1.LIS OPOIH1

Figure B.2.3.1: List of input and outpul ﬁles'included with POISSON Group Codes.



Chapter B.3

POISSON Input to LATTICE and
AUTOMESH

Before the code AUTOMIESII, the only way to enter data deseribing the physical
geometry of the problem was through LATTICE. Although most nsers will use AU-
TOMESII to enter input, it is worthwhile understanding the structure of LATTICE
iuput so that the structure of AUTOMESH makes sense. Furthermore there may
be occasions when the user wishes to modify the outpul of AUTOMESIH, which
becomes the input to LAT'I'ICE. In this case, the user needs an understanding of

the input to LAT'TICE.

B.3.1 Format-free Input Routine
FREE (I,LRAY1,N1,...,RAYI,NI)

The authors of the Poisson Group programs developed their own format-free
inpnt routine to make it easier to enter data into all programs except AUTOMESII.
The input into AUTOMESH is via the standard FORTRAN NAMELIST method.

The other Poisson Group progranis expect most of the inpuﬁ {o be in a format
that can be read by one of the following CALL statements:

CALL FREE(1,RAY1i,N1)
CALL FREE(2,RAY1i,N1i,RAY2,N2)
CALL FREE(3,RAY1,Ni,RAY2,N2,RAY3,N3),

\
where RAY1, RAYZ2, and RAY3 are arrays of length at least equal to N1, N2, and
N3 respectively. In some cases the array length is variable. The CALL statements
and dinensions are part of the program and hence not under the user’s control,
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except for arrays of variable length. Section B.3.2 spells oul in detail which of the
three CALL statements are being used to enter data and what freedom the user
has.

The FREE format uses special characters to shorten input and o save array
space. These characters and their functions are described below, and an example
is given which nses all of them. When the forms in the left-hand column below are
used for input, FREE interprets them as explained on the right. The case (upper
or lower) for the letters R, S, and C may be important on some computers.

*I X  This notation meaus store the number X, in the location (1) of the current
array. If there are numbers following X, they are stored in locations (1+1),
(I+2), etc.

XRN This notation means store the number X, in N successive locations in the
current array. A blank betwecn X and R is optional. (Think of RN as
being shorthand [or “repeat N times.”)

S This symbol means skip the rest of the input to the current array and go
to the next array, or end the rcad if the current array is the last array in

the CALL FREE statement.

C This symbol means count the number of values read into the current array
and save the number as N1, N2 or N3 as appropriate. I also acts like S
above. The purpose of this is to read in arrays of variable length.

Numbers may be either integers or floating point mumbers. The latter can be
in simple decimal format £ XX.XX or in scientific format + X.XXXE + XX. The
exponent must contain a plus or a minus sign. The plus sign in front of the mantissa
is optional. The only other non-numeric characters allowed in the input field are
thie blank and the comma. Either the blank or the comma can be used to separate
input values. Comments may follow the last S or C or required numbers on any
input line.

The example below illustrates all the above features. A and B are dimensioned
arrays, and K is a single variable.

Calling sequence: N = 100; CALL FREE(3,A,5,B,N,K,1)

input line: -3,4. +5.3E-2 R2 S %20 .1R10 C 13 THIS IS AN EXAMPLE.
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This input produces the array values:

A(l) =-3

A(2) = 4.0

A(3) = 0.053

A(4) = 0.053

A(5) = unchanged

B(1) thru B(19) = unchanged
B(20) thru B(29) = 0.1
N=10

K=13

Oue final important note. The FREE entry fornial requires all {loaling point
numbers to have a decimal point. JFor example, ANGLE = 90 degrees must be
entered as “90.” iu order to he recognized correctly. Leaving out the decimal point
is a comunon beginner’s mistake.
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B.3.2 POISSON/PANDIRA Inputs to LATTICE

Logically the user would begin by making an input file to AUTOMESH, hut
to understand {he reasoning behind AUTOMESH it is important to understand
the structure of the input file to LAT'TICI. The iuput file for LAT'T'ICE is called
TAPET3 for historical reasons.

Read Read
Title —» $REG’s

Write | Stop
TAPE73 -

Figure B.3.2.1: Flow Diagram for Read statements in LATTICE for POISSON and
PANDIRA.

The structure of the read statements in LATTICE is shown in Fig. B.3.2.1. The
first data line can have anything in columns 2 through 80. If the first column is
non-blank, then this data set is for a SUPERFISH problem. If the first column is
blank, then this data sel is for a POISSON or PANDIRA problem. The characters
in columns 2 through 65 are stored and used in printouts for run identification.
Because of the smaller word size ou the VAX as compared with the CRAY, only
columns 2 through 33 are available Lo the user for run identification when running

on the VAX.

The reason that LATTICE distinguishes between SUPERIFISH and POISSON
runs is because LATTICE initializes the elements of the CON aud C arrays with
their default values. Soine of the CON’s and C’s have different meanings for SU-
PERFISH as compared to POISSON or PANDIRA, and therefore the default values

are different.



December 8, 1986 PART B CHAPTER 3 SECTION2 5

The next line (or several lines if needced) is reserved for making changes in the de-
fault values of the CON’s, (elcients in the CON array). Ouly one CON absolutely
must be changed; the user must tell the program the nmumnber of regions, NREG =
CON(2). NREG is the upper linit of the DO-loop for the next read statements.

There are several other CON'’s that should be examined at this point. Many of
these can only be changed in LATTICE if they are to have any eficct at all on the
probleni. A list and brief description are given in Table [3.3.2.1.

Other CON’s can be changed from their default values at this time eveu though
they have no eflect in LAT'I'ICE. The changes will carry through to the output file
TAPLE35 and be available to the other programs when needed.

The format for entering the clianges in the CCON’s is the special free format
written for this prograin and described in Sec. B.3.1. The following exaple will
illustrate the power of this format. Suppose we want to change CON(2), CON(9),
and CON(21) through CON(24). The input line might read as follows:

*210%9254%2111008

The * occurs bhefore the number of the element. to be changed. When several ele-
ments in a row are to be changed, only the first. one need be indicated by a star.
The final notation S means skip the rest of the elements in the array. This same
free format is used to enter elements into the C and B arrays that comne next.
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Table B.3.2.1 CON’s that can only be changed in LATTICE

POISSON
Number Name Default Description
CON(2) NREG None Number of Regions in the problem geometry. Preseutly,
h NREG must be < 31.
CON(9) CONV 1.0 Conversion [actor for the units of length in tlie problem.

CONYV = 1.0 for centimeters; CONV = 0.1 for milli-
meters; CONV = 2,54 for inches; etc.

CON(21) NBSUP
CON(22) NBSLO
CON(23) NBSRT
CON(24) NBSLF

Indicator for houndary conditions on the UPper,
LOwer, RighT, and LeFt houndaries of the rectangu-
lar region defining the problem. Ior magnet problemns
a default value of 0 indicates a Dirichlet Loundary
condition, which means magnetic field lines are
parallel to the houndary lines; a default value of 1
indicates Neumann boundary condilions, which mean
magnetic field lines are perpendicular Lo the houndary
line.

0 -0

CON(32) IPRINT o An indicator for print options. TPRINT = 0 gives no
printout; IPRINT = -1 causes LATTICE to write
the (X, Y) coordinates of mesh points to OU'TLAT
on the CRAY or to OUTLAT.LIS on the VAX. This
parameter can be changed again in POISSON or
LPANDIRA and produces other print options in
those prograus. Il is not often that this write to
OUTLAT is of much use, bul the option exists.

CON(37) MAP 1 A parameter in the conformal transformation

W = Z + +MAP/(MAP+RZERO#++(MAP-1). RZERO

is CON(125). LATTICE needs Lhis value to calculate

the current density in the transformed geometry.

MAP # 1 - the current density is adjusted Lo

couform to the transformed geometry
in all closed regions.

MAP = 1 - no current density adjustment.

Note: If the user does not want any current density
adjustment (the correct density for the trans-
formed geometry has been input), MAP
should not be changed until execution of
POISSON/PANDIRA.
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Table B.3.2.1 (cont.) CON'’s that can only be changed in LATTICE

Nwunber

CON(70)

CON(79)

CON(81)

CON(84)

CON(123)

CON(124)

CON(125)

POISSON
Name Default

ICAL 0
RHOXY 1.6
NOTE 1
EPSO 10-%
TNEGC 0.0
TPOSC 0.0

1.0

Description

Indlicator for the type of formula to use in calculat-
ing the current associated with a mesh point.
1CAL = 0 means use the standard formula;

ICAL = 1 means use the angle formmuda. The latter
forinula gives more accurate fields near coil boun-
daries.

The starting over-relaxation factor for the irregular
mesh generation. It is seldom that the user will want
to change this.

A flag for determining the order in which the mesh
puints are relaxed.

NOTLE = 0 gives the order: air points, interface points,
ther iron points. [Caution: For PANDIRA runs
NOTE = 0 must be used.]

NOTE = 1 gives the order: (air + interface) points
then iron points,

The convergence criterion for mesh generation,
There is seldom a reason to change this mimber,
but if LAT'TTCE has trouble converging, increasing
EPSO may help.

A paraineter used in conformal transformation.
Inpat the total negative current in original geometry.
LATTICE stores the negative transformed

currents.

A parameter used in conformal transformation.
Input the total positive ciurent in original geometry
LATTICE stores the positive transformed

currents.

The scaling factor in the conformal transformation..
See CON(3) above. Normally RZERO is the aperture
radius.
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There are six elements in the C-array for each region; they are called “region
constants”. The fivst of these, C(1), is an arbitrary region identification number.
Tlese numbers need not be in numerical ovder.

The second region constant, (!(2), is a material code that tells the programn
whether ihe region heing defined is air or a material with magnetic ov dielectric
properties. The constant C(2) can take on 12 values, whicli are sununarized in Ta-

ble B.3.2.11.

Table B.3.2,I1. Material Codes for a Given Region.

C(2) Material Property

All points inside this region are omitted froin the problem.

Air or current carrying coil (kn = k. = 1)

Iron using permeability table internal to POISSON or PANDIRA, or a
conslant reluctivity (clielectric constant) y(x.) when CON( 6) = -1

Iron (dielecirie) with external input table no.1, or a second constant y(x.)
Iron (cliclectric) with external input table no.2, or a third coustaut y(x.)
Iron (dielectric) with external input table no.3, or a fourth constant ()
Permanent maguet (electret)with straiglit line B(11) (D(E)) function
(PANDIRA only)

T through 11 are the same as 6

N = O

W

When C(2) = 0 for a region, no mesh is set up in this region. The treatment of
the boundary points of sucl: a region are deterined by the region constant C(6)
discussed helow.

POISSON and PANDIRA Lave one internal table of permeability vs. the magni-
tude of tlie inaguetic feld H. By using options (}(2) = 3,4,5, the user can set np three
other tables. How tliese tables are entered is descriled in Chapter B.5. When doing
problems with permaneni magnetic materials, which requires using PANDIRA, one
can enter up to 6 otlier permeability functions. These entries also are descriled in
Chapter B.5.

The third region constant, C(3), for magnet problemns is the total current in
amperes at a poinl, along a line, or in an area. Il tlie region consists of a point, then
the current throngh the point is called a current filament. 1f the region is a line,
then the current through the line is called a curreut sheet. It is assumed that the
current is uniformly distributed along tlie line. Likewise when the region is an area,
the current is dislributed uniformly over the area. The fourth regional constant
C(4) provides an alternative way of enlering currents. {See below.) In electrostatic
problems C(3) is the fixed electrical potential at the poiut or on the line. When this
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region is an area, the whole area is at Llie constant potlential C(3).

_ The fourth region coustant, *(4), is the current density (amps/length?®) throngh
two-dimensional regions. For eleclrostalic problewns it is Lhe cliarge density in unils
of Coulombs/lengih?.

The fifth region constant, C'(5), is an integer indicaling the type of triangle to
be used iu defining the logical mcsh for the region. There are three choices:

C(5) = 0, equal weight triangles (the default)
C(5) = 1, isosceles triangles
C(5) = 2, right triangles.

Eqnal weight and isosceles triaugles are geometrically tlie same in a strictly uni-
formn mesh. The difference comes in {le relaxation process by wlhich tlie logical
mesl is deformed into (lie physical mesh. Tle distinction hetween the logical and
physical mesh is discussed helow when we discuss inpul to the B-array. The default
is probably lest choice.

The sixth region constant, C'(6), is called a special boundary indicator. This con-
stanl is used for two purposes. It is uscd (o indicate special fixed potential points,
and il is used Lo indicate the honndary condition on a bouudary of the problem
that does 1ol coincide with the extreme rectangular logical boundary of the prob-
lem. When il is used for the latter purpose, it can have a value of 0 or 1. C(6)
= 1 indicates a Neumann houndary condition and C(6) = 0 indicates a Dirichlet
houndary conditon. The default valies {or (!(6) ave C(6) = 0 lor the first regiou and
(}(6) = 1 for all other regious. This latter default is suitable for all regious interior
to the problem area.

When C(6) is used for the purpose of indicating fixed potential points in elec-
{rostatic problems, it takes on the value -1, and the special lixed potential value is
enlered as C(3), as described above. Note thiat setting np coustant potentials (imag-
uietic or electrostalic) can also be handled in POISSON. See subsecltion B.5.3.4.

The B-array requires a list of logical and physical coordinates for the hound-
ary of each regiou. The firsl stage of any problem using LATTICE is to set up
a pliysical picture of the geometry and assign physical coordinales (ir, y) to points
on the boundaries of the various regions. The second stage is to superimpose a
regular triangular mesh on the whole area. Each mesh poiut can be assigned logical
coordinates (K, I.) as illustrated in Fig. B.3.2.2. One cau now associate logical
coordinates (K, L) with plysical coordinates (x,y) by natching the physical point
with the closest logical point. LATTICE will use this association to distort the
logical mesh into the so-called physical mesh, consisting of irregular triangles as
illustrated in Fig. B.3.2.3. The tediousness of constructing the logical mesh and
making tlie association of coordinates is the main reason AUTOMESH was created.
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Since LATTICE connects points on honndaries with straight lines, one need only

specify points at tlie ends of long straight segments, but approximating a circular
arc with straight lines requires many points. .

Once again the special free format is used to euter the values in the B array. The
order of the input is K(1), L(1), X(1), Y(1), K(2), L(2), X(2), (Y2), etc. The origin
of coordinates in the logical mesh is (1,1), not (0,0). This input list is terminated
with the free [ormat character C, which stands [or “Count the number of input
values.”

As indicated in Fig. B.3.2.1, the data groips for the C and B arrays ave repeated
for each region. The first region defines the largest rectangular region containing
the problem and its boundary values must contain the largest K and L values in the
mesh. The data for the second region redefines, or overwrites, tlie region constants
for all mesh points belonging to that region. Data for each following region over-
writes previously defined values in tlie same way. For example, suppose one wislies
to define a coil region iuside of an air region. Il the coil region were given first in
the iput data and then the air region, the coil regionn would be overwritten and
this coil would not exist in the proble.

Usually each region is closed, i.e., the data for the first and last. boundary points
of the region are identical. Ilowever, il is possible to specify data for a “point re-
gion” or a “line region”. The purpose of this specification would he to define the
physical coordinaltes of specific points, and perhaps also the total current at a point
(a current filanient) or a special fixed potential value at that point for an electro-
static problem. For point and line regions, the iuput values of C:(2) and C(S) are
not used in the program. Figure B.3.2.5 is an example of how the regional data
is entered for the geometry shown in FFig. B.2.3.4. The logical mesh nunbers were
taken from a mesh slightly finer than that shown in Fig. B.3.2.2.
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(1,7)2995%

(1,0 5,0 (30,) (43,1
K >
IFigure B.3.2.2: A logical mesh for the -shaped magnet.

P FF wonen: — gy Py & . B e
T TAATAAATA N O K
-“ --‘ w‘:-”w A7 —:- \: 7 X A -
FROB, HARE » H-HaG TEST, EJH. TRIGHGLES CYCLE = 2%¢

Figure B.3.2.3: The correspouding physical (relaxed) mesh for 1-shaped magnet,.
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(0.13) (22,13)
1 (IRON)
(096) ‘-
(con)
3
(0,2) POLE TIP
2 (AR) 4 (SPECAL Pos)
(0,0) (6,0) (22,0)

Figure B.3.2.4: Example of input geometry to LATTICE for II-shaped magnet.

H-MAGNET TEST, UNIFORM MESH 4/23/85
*2 3 %21 0100 *9 1.0000 SKIP
1 1 0.0000 0.0000 O O REGIDN
i i 0.0000 .0000
50 i 22.0000 0.0000

o

50 34 22.0000 13.0000
i 34 0.0000 13.0000
i i 0.0000 0.0000 COUN

2 2 0.0000 0.0000 O 1 REGIDN
i &6 0.0000 2.0000

i3 6 5.1000 2.0000

13 7 5.5000 2.4000

i4 8 5.5000 2.8000

13 9 5.5000 3.2000

14 10 5.5000 3.6000

13 11 5.5000 4.0000

14 12 5.5000 4.4000

13 13 5.5000 4.8000

14 14 5.5000 5.2000

13 15 6.5000 5.6000

14 16 5.5000 6.0000

36 16 15.0000 6.0000

32 15 15.0000 5.6000

35 14 16.0000 6.2000

3¢ 13 15.0000 4.8000

36 12 15.0000 4.4000

3¢ 11 16.0000 4.0000

35 10 16.0000 3.6000
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34
35
34
35
34
35
34
35
34
50
50
1
1
3
14
33
34
33
34
33
34
33
34
33
34
33
34
33
34
33
14
15
14
15
14
i5
14
15
14
15
14
15
14
15
14

=N WA TN oo

W
»

34
6

15.0000
15.0000
15.0000
15.0000
15.0000
15.0000
15.0000
15.0000
16.0000
22.0000
22.0000

0.0000

0.0000

-26455.7910

1
1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
15
14
13
12
11

[
o

=N WA N O

6.0000
14.5000
14.5000
14.5000
14.5000
14.5000
14.5000
14.5000
14.5000
14.5000
14.5000
14.5000
14.5000
14.5000
14.5000
14.5000

6.0000

6.0000

6.0000

6.0000

6.0000

6.0000

6.0000

6.0000

6.0000

6.0000

6.0000

6.0000

6.0000

6.0000

6.0000
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3.2000
2.8000
2.4000
2.0000
1.6000
1.2000
0.8000
0.4000
0.0000
0.0000
13.0000
13.0000
2.0000 COUN
0.0000 O 1 REGION
0.0000
0.0000
0.3929
0.7857
1.1786
1.5714
1.9643
2.3571
2.7500
3.1429
3.53587
3.9286
4.3214
4.7143
5.1071
5.5000
5.5000
5.1071
4.7143
4.3214
3.9286
3.5367
3.1429
2.7500
2.3571
1.9643
1.6714
1.1786
0.7857
0.3929
0.0000 COUN

Figure B.3.2.5: An example of a TAPET3 file (input to LATTICE) for tle H-shaped
magnel shown in Fig. 3.3.2.4.



14 PART B C(CHAPTER 3 SECTION 3 December 8, 1986

B.3.3 POISSON/PANDIRA Input to AUTOMESH

AUTOMESH prepares an input file, called TAPET?3, for LATTICE. It constructs
the logical mesh from triangles whose size and shape are specilied by the user and
from the physical region hounclaries. Tt assigns logical (I{, L.} coordinates and phys-
ical (X, Y) coordinales to points on the boundaries of the region. Extra line regions
can be added to the problem where requested. These lines form houndaries for
changing the size of the triangles. AUTOMESH sets ouly six of the CONs (o defanlt
values. AUTOMESH automatically assigns bonndary conditions to the problem by
selting CON(21) through CON(24). I[ these houudary counditions are not appro-
priate, they can be changed in LATTICE when that code asks for CON’s changes
or they can be changed directly by editing the lile TAPET3 whicli is produced by
AUTOMESII. In addition to the boundary conditions alreardy mentioned, il sets
CON(2) = NREG and CON(9) = CONV. The default for CON(9) is 1, that is, the
length unit is centimeters; this value can be overwritten by including CONV in the
REG namelist (see below).

The inpnt to AUTOMESII is the same for either SUPERFISIT runs or POISSON/
PANDIRA runs with two exceptions. The first exception is the [irst data liue,
which is the title for the problem. If colimn 1 is blauk, AUTOMESH assigns
POISSON/PANDIRA defaults to some variables; il column 1 is not blank, the pro-
gram assigns SUPERFISII defaults. The second exception occurs when the user
elects to use cylindrical coordinales by later setting CON(19) = ICYLIN = (. For
POISSON/PANDIRA (X, Y) corresponds to (R, Z); for SUPERFISH it is opposile,
namely, (X, Y) corresponds to (Z, R). Mathematically this may be confusing, but. for
mos! physical problems it is the natural choice. I{ the user is not satisfied with this
convention, he can change it to some extent by setting NSWXY = 1 in TEKPLO'T.
Of course, this only changes the plots, not the expected inputs to AUTOMESH.

Read DO Read
Title 1,NREG $REG’s

Write | — —¢{ Stop

TAPE73

Figure B.3.3.1: Flow chart for read statements in AUTOMESH.

_—_—-n—‘
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The first line of input to AUTONTESH is the title card. Positions 2 througly
80 can be anything. Column | should be hlank as mentioned above. The next 8

computer words (columns 2 through 65 on the CRAY, columns 2 through 33 on the
VAX) are used for output identification.

Following the first line, AUTOMESII expects one or more groups of data. Eaclr
group consists of one REG NAMELIST input {ollowed by one or more PO NAMLELIST
inputs. The first REG NAMELIST must inclnde a value for NREG; NREG is the
the number of REG NAMELISTS expected. The REALD structure is shown in Fig.
B.3.3.1.

NAMELIST is the standard FORTRAN input routine. Each such input starts
with a hlank in columa 1 followed by $“name” where “name” is the name of the
input. Here “name” is either REG or PO. Any items in the group may he entered in
any order separated by commas. If -Lhere is any question about NAMELIS'T, see a

[FORTRAN manual. The lollowing is a typical NAMELIST entry for the namelist
REG:

$REG NREG=5,DX=0.08,XMAX=3.5,YMAX=2.85,IBOUND=1,NPOINT=8%
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B.3.3.1 The REG NAMELIST.

Twenty-nine quantities can he entered in this NAMELIST for each region of tle
problem. Most quantities entered for the first region are used for all succeeding
regions until changed by a subsequent REG input. This is called “successive region
data overwrite”. Certain quantilies must he entered, while othiers have meaningl
default values. The [ollowing is a list in alphabetical order describing the gquantities
as used by POISSON and PANDIRA. Some can only be entered in the first REG
NAMELIST and must not be changed in subsequent regions. These are marked by
¢ before the variable. ’

Table B.3.3.I Region Namelist Variables.

Name

Default

Description

¢ CONV

CUR

DEN

¢ DX

¢ DY

IBOUND

1.0

0.0

0.0

none

(ex DX)

Conversion factor for length units. If CONV = 1.0, units
are cenlimeters. To use other units, set CONV to the num-
ber of cenlimeters per unit cdesired. CONV is tlie same as
CON(9) in the input to LATTICE and should be entered

for the first region only.

The total current in the region in amperes, or the fixed
potential value on the houndary of the region for electro-
stalic problems. This is the coustant C(3) in Sec. B.3.2,

Input for LAT'TICE.,

The current density in the region for inagnel problems;
the charge density for electrostatic problems. Units are
amps/length® or Coulombs/length® for areas or aimps/
length or Coulombs/length for line regions. DEN is C(4)
in Sec. B.3.2, Inpul for LATTICE.

The requested width of triangles in the mesh for the first
region. 1t must not be changed for subsequent regions.

The requested height of triangles in the mesh for the first
region. Il DY is not specified the default value is either
V3x DX/2 i ITRI = 0, or 1, or DY = DX i ITRI = 2
(right triangle option). It must not be changed for sulbse-
quent regions. ’

A special region boundary indicator. See discussion under
the sixth region constant C(G) in.the Input for LAT'TICE.
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Table B.3.3.I (cont’d.) Region Namelist Variables.

Description

Namne Default
IPRINT 0
IREG (n)

$ ITRI 0

¢ KMAX  none
O KREG1  none
O KREG2  none
¢ LMAX note
O LREG1  none
& LREG2  none

* ¥ ¥ X ¥ K

If IPRINT = 1, a special diagnostic printout to OUTAUT

is provided by the subroutine LOGIC. If IPRINT # 0 the
mesh coordinates of mesh points are printed out to OUTAUT.
If IPRIN’I' = 0, there are no printouts. (IPRINT' is not
CON(32), but a local AUTOMESII variable.)

An arbitrary number identifving the region. The default
value is 1 for the first entered REG NAMELIST and is
incremented by 1 for each succeeding REG NAMELIST.

The type of triangle to he used for e mesh in the region.
ITR] = 0 means equal weight; I'TRL = 1 meaus isosceles;
and [TRI = 2 means right. The distinction between equal
weight and isosceles is the way that the rclaxation is doue
from the logical inesh to the plysical meslh.

Used to refine the mesl in a user-defined rectangle of the
problem area. When these values are entered, they asso-
ciate a logical mesh number with a physical position.
Thus, KMAX corresponds to XMAX, LMAX corresponds
to YMAX, KREG1 to XREGI, etc. This allows the user
{o force a smaller mesh step in a given region. For exam-
ple, suppose XREG1 = 10.0, XREG2 = 20.0, KREG!L

= 10, KREG2 = 110. This gives (KREG!1 - 1) = 9 mesh
steps in the X-direction of length 10.0/9 = 1.111 up to

the location X = XREG = 10, giving a very coarse mesh.
From X = 10.0 to X = 20.0 there will be (KREG2 -
KREG1) = 100 mesh steps of length DX = 10/100 = 0.1,
giving a finer mesh. Tlie size of the mesh beyond X = 20.0
will depend on the difference hetween KMAX and KREG2,
and between XMAX and XREG?2. The same principle
applies to the Y-direction. The values, of these variables
are global and hence should be entered for the first region
and not changed in subsequent regions.

*I{ these values are not entered, thie code assigns proper values (see under

XREG1, XREG2, etc., below).
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Table B.3.3.I (cont’d.) Region Namelist Variables.

Name

Default

Description

¢ LINX

¢ LINY

MAT

NPOINT

¢ NREG

0

0

11one

none

A special indicator for vertical line regions.

LINX = 0 produces vertical line regions at the locations
wlere mesh size changes occur (XREG1 and XREG2).
LINX = 1 produces no vertical line regions at the locations
where mesh size changes occur. This paraineter was intro-
duced iuto the code in April of 1986. LINX = 1 can help
LATTICE converge under some circumstances.

A special indicator for horizontal line regions. It works
the same way as LINX above, hut for horizontal line
regious al. locations where mesh size changes occur

(YREG! and YREG2).

The material code for the region. MAT = 0 meaus that
all points in’the region are to e omitted {rom the problem
and requires the nse of tlie special boundary indicator
IBOUND. The other possible values of this paraineter are:
MAT = |, air or vacuum (K, = 1, k. = 1).
= 2, iron with the internal permeability table, or
constani reluctivity (dielectric constant) v (%)
wlien CON{ 6) = —1.
= 3, iron (dielectric) properties from
user-defined Table 1, or a second constant ~(x.)
= 4, iron (dielectric) properties from
user-defined Table 2, or a third constant y{x.)
= 5, iron (dielectric) properties froin
user-defined Table 3, or a fourth constant v(x.)
= 6 through 11, iron {dielectric) properties for
permanent maguets {electrets) with straight

line B(H) (D(E)} functions (PANDIRA ONLY).

The number of segment endpoints to he entered in the

PO NAMELIST that follows tliis REG NAMELIST.
The number of sets of REG NAMELIST data to be en-

tered for this run. This must be entered in the first REG
set and should not be changed in subsequent REG sets.
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Table B.3.3.1 (cont’d.) Region Namelist Variables.

Default

Description

& XMAX

¢ XMIN

¢ XREG1

¢ XREG2

¢ YMAX

<& YMIN

none

0.0

XMAX

XMAX

none

0.0

Maximum physical X value in the problem. For
3-dimensional problems with cylindrical symmetry where the
coordinates are denoted (r, ¢ = 0, z) XMAX is the maximum
value of r.

Miuimum physical X value in the problem. For
3-dimensional problems with cylindrical symmnietry where the
coordinates are denoted (r, ¢ = 0, z) XMIN is the minimim
value of . When XMIN # 0 the user should consider enter-
ing values of XORG = CON(38) in POISSON, PANDIRA or
MIRT when asked for CON changes. See Subsection B.5.3.6.

A line region is added at XREG1. If KREG1 is not set,
the widih of the triangles will approximately double to the
right of XREGL. [f KRECI is set, the triangle width will
e determined as described under KMAX, etc. above.

A line region is added at. XREG2. If KREG2 is not set,
the width of the triangles will approximately double to
the right of XREG2. Il KRIZG2 is set, the triangle width
will be determined as described under KMAX, elc., above.

Maximum physical Y value in the problem. For
3-dimensional problems with cylindrical syminetry where the

coordinates are denoted (r, ¢ = 0, z) YMAX is the maximum
value of =z.

Minimum physical Y value in the problem. For
3-dimensional problems with cylindrical symmetry where the
coordinates are denoted (r, ¢ = 0, z) YMIN is thie minimum
value of z. Wheu YMIN # 0 the user should consider enter-
ing values of YORG = CON(39) in POISSON, PANDIRA or
MIRT when asked for CON changes. See Subsection B.5.3.6.
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Table B.3.3.1 (cont’d) Region Namelist Variables.

Name Default

Descriplion

¢ YREGL YMAX

¢ YREG2 YMAX

A line region is added at YREGI. If LREG1 is not set, the
lieight of the triangles will approximately double above
YREGL. If LREC]I is set, the triangle height will be deter-
mined as described under KMAX, etc., above.

A line region is added al YREG2. If LREG2 is not set, the
heiglt of the triangles will approximalely double above
YREG2. It LREG2 is set, the triangle height will be deter-
mined as described under KMAX, above.



Chapter B.4

OUTPUT FROM LATTICE

The function of LATTICE is to find the physical mesh on which the problem is
to be solved and to write the necessary mesh and problem information onto a file
called TAPE35. LATTICE also produces an output file called OU'TLAT.

The information contained in OUTTLAT is nsually not needed but niay sometimes
be lelpful if something goes wrong in the solution process. OUTLAL contaius, for
each region, the region material number, the total current, the current density, the
region boundary indicator, IBOUND, and a list of the region logical and physical
boundary poiuts. This is followed by a history of the mesh relaxation interation,
which consists of the x-residual, n., pz, y-residnal, n, and p,. The quantities 7, and
n, are the = aud y rates of convergence of the relaxation process. The quantities p
and p, are tlie over-relaxation lactors.

After the iteration history, a table is printed giving the area of each region and
the current density in each region. This is followed by a printout of the problem
constants, that is, the CON array. Those CON’s that have been changed in tle
input to LATTICE are flagged.

In addition, any error messages generated by running LATTICE are also recorded
in this file. Finally, if CON(32) = IPRINT = -1, LATTICE prints a map of the z
and y vectors, that is, it gives the coordinates of each mesh point. Figure B.4.1 il-
lustrates an OUTLAT tile.
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beginning of lattice execution
dump O will be set up for poisson

h-magnet test, uniform mesh 4/23/85

region number = 1 material = 1 total current =0.0000
current density =0.0000 O-zoning

region boundary indicator= 0

k 1l b 4

1 1 0.00000 0.00000
BO 1 22.00000 0.00000
50 34 22.00000 13.00000

1 34 0.00000 13.00000

1 1 0.00000 0.00000

y

relaxation paremeters, 1433 unknown points.

elapsed time =0.5 sec

cycle residx

.3783e-02
.8220e-02
.2090e-03
.1228e-03
.45650-03
.6785e-03
.5302e-03

N O s WN -
N W O D = ==
O O OO OO

42 1.4031e-06 0.
43 1.1584e~-05 0.

44 9.6645e-06 0
iteration converged

etax

.0000
.6B677
.6636
.6718
.6716
.6743
.6878

8287
8266
.8343

elapsed time =0.9 sec.

generation completed.

calculated current densities and areas

T S T N N

region current densities
number (amps/cm**2)

1 0.0000

2 0.0000

3 -644.5089

rhox

.6000
.6000
.6000
.6000
.6000
.6000
.6000

.7674
.7674
.7574

NN W-OnO®=0

[os

area
(cme*2)
21.3300
217.9200
© 46.7500

residy

.6675e-04
.1829e-03
.0609e-04
.6710e-04
.9792e-04
.8638e-04
.1345e-04

.27860-06
.9094e-06
.6023e-06

O OO0 OO0 O

(=]

etay
.0000
.6669
.6815
.6911
.7143
L7197
. 7454

.8412
.8380
.8392

T S I T T TSy
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rhoy

.6000
.6000
.6000
.6000
.6000
.6000
.6000

. 7496
. 7496
. 7496
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dump number 0 has been written on tape35.
input or default value
problem constants and variables

con( )
( 2)
con{ 6)
con( 7)
( 8)
(9

( 10)

( 18)

(113)
(114)
(11B)
(123)
(124)
(128)

solution

-

i

W o e

o0 00O

,h~magnet test, uniform mesh 4/23/85
3,nreg
0,mode
.000e+00,stack
.0000+15,bdes
.000e+00,conv
.0000~-03,fixgam
0,nperm

.000e+00,angle
.000e+00,rnorm
.000e+00,anglz
.000e+00,tnege
.000e+00,tposc
.000e+00 ,rzerc

problem constants and variables

(3) =
(4) =
(B) =
(11) =
( 12)
( 13)

i

(91) =
(106)
(107)
(109)
(118)
(119)

]

i

34, Imax

50, kmax

52, imax
363,nair
1163,nfe

58 ,ninter

0,numdmp

1.000e+00,0taair
1.000e+00,etafe

1872,itot
10000, maxdim
5000 ,nwdim

Figure B.4.1 Sections of the file OUTLAT for the problem
“hinagnet, test uniform mesh”.
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Chapter B.5

Input for POISSON and
PANDIRA

B.5.1 Introduction

The structure of the input data for POISSON and PANDIRA is the same. Data
may bhe entered either fromn a data file or directly from the terminal (T'TY). After
the code has asked for and received the name of the iuput source, the flow of data
input is as shown in I'igure B.5.1.1. The data is enlered using the special free for-
mat described in section B.3.1.

Frow the diagrain one can see that tliere are five hasic read statements: 1. Dwnp
number, 2. Changes in the CON array, 3. Permeability information, 4. Fixed po-
teutial values, and 5. Current filament data. Each of these will be discussed in a
subsection lelow.

B.5.2 Dump numbers

The first line of input data contains ouly one number, NUM, which is the nnumber
of the TAPE35 dump to e read and processed. Dump 0 is written by LATTICE
and Dumps numbered greater than zero are written by POISSON or PANDIRA.
There are two main uses of {he dump feature with NUM >0. The first is to continue
a run that has not converged, and the secoud is to calculate and/or printout some
auxiliary quantities that had nol been done in the original run. For example,
suppose that POISSON has run the maximum nuinber of cycles (say 400) without
converging. The code will automatically write “DUMP1” on TAPE35 and quit.
The user may change the maximum number of cycles (to 850 say) and specify the
dump number as NUM=1. The code will continue the problem where it left off and
run an additional 450 iterations. After converging or after reaching tlie 850 limit, it
will write “DUMP2” on TAPE35. If it did not converge, the user can increase the
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READ NUMW

<D
NUM

(= DUMP NUMBER ‘o be used )

sTop

TAPE3S contains cons, mash Info, and )

READ TAPESS (nm of previous POISION/PANDIRA runs

Y ewow = CON(10}
STACX = CON(7)

SET UP INTERNAL
TABLE AND/QR
EAD EXTERNAL TABLES

READ POTENTIAL A(K.L)
AT SPECIAL POINTS

SOWVE FOR
ALY

f

'WRITE DUMPI

TQ TAPE3Y

Figure B.5.1.1:  Flow Diagram showing Inputs to POISSON or PANDIRA,
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maximum number of cycles and run again. The maximum limit on the number of
cycles in POISSON is 100,000.

The maximum munber in PANDIRA is 20. Suppose tlie problem converged
after 850 cycles, but you decide later to do an harmonic aualysis ou the field, Yon
can start with DUMP2, enter CON values needed for the harmonic analysis and
produce DUMP3, whicli will contain the required analysis. This will take niuch less
time than running the cycles all over again.

B.5.3 Changes in the CON array

There are a large number of options that can be exercised by changing the values
in the CON array. We have divided this section into 10 subsections.

B.5.3.1 Control of input.

Input of permeability data is controlled by CON’s (6)=MODE, (7)=STACK,
(10)=FIXGAM, and (18)=NPERM as discussed in Sec. B.5.4 below. CON(20)
controls the numnber of special fixed potential valies to be read in as discussed in
Sec. B.5.5 below. CON(49) controls the uumber of current filaments to be read in
as discussed in Sec. B.5.6 Lelow.

B.5.3.2 Symmetry Options.

CON(19)=ICYLIN coutrols the choice of cartesian or cylindrical symmetry;
CON(46)=ITYPE provides a way to inake maximuin use of the rotation and reflec-
tion synunetry of the magnet.

If ICYLIN = 0 (the defaunit), the problem is assumed to have cartesian symme-
try, that is, (z,y) coordinates and all functions independent of z. If ICYLIN = 1,
tlie problem is assumed to have cylindrical symmetry, that is, (r, z) coordinates and

all funictions independent of the angle ¢. In TEKPLO'T outputs, r is the horizontal
axis.

There are 9 standard rotation-reflection symietry types (ITYPE ) for cartesian
systems, 3 standard types for cylindrical systems, and a way to construct special
ITYPE-codes for symmetries not included in the standard types. Table B.5.3.1
shows the standard ITYPE options.
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Table B.5.3.1. Standard Symmetry Options for Magnets

ITYPE Description

CARTESIAN SYMMETRY (ICYLIN=0)
No Symuuetry
Midplane symmetry*
Elliptical aperture quadrupole*
Symmetrical quactupoles*
Skew elliptical aperture quads (x-axis is a feld line)
Symmetrical “H” inagnet or elliptical aperture sextupole*
Synunetrical sextupole*
Elliptical aperture octupole*
Synunetrical octupole*
CYLINDRICAL SYMMETRY (ICYLIN=1)
1 No synunetry
2 Midplane syimmetry
(field lines are L to r-axis for magnet problems;
lines of constant potential are L to r-axis for electrostatic problems.)
3 Midplane symmetry
(r-axis is a line of constant scalar potential for electro-
static problems; does not apply to vector problems.)

W o0~ DU W N

*Field lines are perpendicular to Lhe x-axis.

For a detailed description of these symmetry types, see Sec. B.13.2.

In general alimost any symmetry desired may be specified by constructing 'TYPE
as a thiree digit code word. lo understand how to construct this code, one must
understand how the code constructs the vector and scaler potentials. These po-
tentials are considered to e the real and nmaginary parts of a complex fuuction
F(z = z + iy) that is given by the expression

F(z) = Az, y) + 1V (z,y) =§: (B.5.1)

POISSON computes the ficlds and gradients by taking the appropriate derivatives
of F'(z). The symmetry of F(z) determines which of the coefficients c, are nonzero,
pure real, or pure imaginary. There are two distiuct types of symmetries: 1. reflec-
tion, and 2. rotation. Reflection symmetries determine whether the coefficients ¢,
are real, imaginary, or complex. Rotalional symmetries imply thal various terms
in F(z) vanish.

Reflection synumetry implies one of two conditions on the median plane (x-
axis). Either V = 0., dA/dn = 0 (a constant scalar potential boundary) or
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A = 0., dV/dn = 0 (a constant vector potential houndary) wlhere dA/dn means
the derivative in the direction normat to the x-axis. The unils digit of CON(46) =
ITYPE encodes this information. If ITYPE = htu, then:

u = 0 means A = 0. and ¢, is pure imaginary, By(z,0) = 0,
u = 1 means V = 0. and ¢, is real, B,(z,0) =0
© = 2 means no symmetry and hence ¢, is complex.

There are two types of rotation symmetry. When the coordinate axes are rolated
by an angle 2 /n, either the potentials and fields are identical or are identical but
witl opposite signs. the teus and hundreds digits of I'TYPT encode the rotation
symmetry. For example, suppose the magnel is a symmetric quadrupole and las
dA/dn = 0 on the median plane. Sucli a magnet has odd parity. Only one-eighth
of the magnet need be described in AUTOMESH. It can be shown that the only
nonzero coefficients ¢, in the summation are those for n = 2, 6, 10,.... To describe
this sequence tlie lowest order term (n = 2) and the interval (An = 4) need to be
given. This is encoded by letting the tens-digit be 4 and the hundreds-digit by 2.
In summmary then, since the symmetric quadrupole has reflection symmetry which
makes the scalar potential V vanish, ITYPE would be 241, which is equivalent
to the standard magnet type I'TYPE = 4 iu Table B.5.3.] above. Other special
synimetry types are constructed sinnlarly. For a more complete discussion, see Sec.
B.13.2.

B.5.3.3 Electrostatic option.

The theory of electrostatics and magnetostatics is almost identical. See Sec.
B.13.1. It is merely a matter of interpretation of the output. Relative reluctivity
(1/relative permeability) is replaced by relative permittivity; the vector potential is
replaced by the scalar potential. Tlere is only one parameter that wminst be changed
to switch between magnetostatics and electrostatics. One must set CON(66) =
XJFACT = 0. The default value of XJFACT is 1. Furthermore, XJFACT has
another use which will be described in Sec. B.5.3.4 helow.

B.5.3.4 Fixed field option.

Many times one wisles to specify the field at a given point, e.g., at the center
of the gap, and somehow detertnine the value of the current in the coil that will
produce that field. This can be done in POISSON by specifying four parameters as
summarized in Table B.5.3.11.
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Table B.5.3.I1. Parameters for Fixed Field Option

Parameter Default Definition

CON(8)=BDES 1.0E15 Absolute value of the fixed field. If BDES is not
equal to its default value, XJFACT=CON(66) will
be adjusted so that the field is BDES wilhin a
tolerance XJTOL=CON(67).

CON(40)=KBZERO 1 The (K,L) coordinates specifying tlie location of
CON(41)=LBZERO 1 BDES for adjusting the current factor.

CON(66)=XJFACT 1.0 The factor by which all current and current
deusities will be scaled in POISSON and
PANDIRA. Wlhen used in this way, the default
value is adequate for input. The program will
adjusl its value and print it out at the end. (As
noted above, XJFACT = 0 indicates an elec-
trostatic problem with no currents.)

CON(67)=XJTOL  1.0E-4 The tolerance on the delermination of XJFACT
from BDES.

The correct current is XJFFACT times the initial guess for the current entered in
the regional data back in AUTOMESH or LATTICE.

B.5.3.5 Permanent magnet potential initialization.

When solving permanent magnet problems with no currents (PANDIRA
problem), the vector potential must be initialized by setting CON(101) = TPERM =
and defining a line region. The program automatically knows that IPERM is the
“initializing” current in that line region. The value of [IPERM is not important, so
long as it is not zero. The location of the line region is also not too important.

B.5.3.6 Field calculation options.

As discussed in Sec. B.5.3.2 above, the vector and scaler potentials are assumed
to be the real and imaginary parts of a complex potential F(z) that is expanded
as a power series in the variable (z — z5). The location of z5 can be specified by
entering new values for CON(38) = XORG and CON(39) = YORG. The default
value of these parameters is zero. Note that for cylindrical symmetry, XORG = 0.0
is required.

The user can exercise some coutrol over the accuracy of the calculation of the
coefficienis ¢, by determining whether to use first nearest neighbor mesh points

1




Décember 8, 1986 PART B CHAPTER S5 SECTION3 7

only, or to use first and second nearest neighbor points in the determination of the
coefficients. Also the weighting given to the second neiglibors can be controlled.
The two parameters involved are the following:

CON(48)=ISECND =0 Use first neighbors only
ceranur =1 Use first and secoud neighbors (the default)

CON(47)=W2ND = 0.125 is the default weight faclor for
including second neighbors.

For a further discussion of the calculation of c,’s, see Sec. B.13.2.

v s

B.5.3.7 Harmonic analysis.

Once having obtained an expression for the potential and the field as power
series in the complex variable z, one can do an harmonic analysis over a region of
the field to determine the size of the dipole, quadrupole, sextupole, octupole, etc.
components in the field. The theory of this is sunumarized in Sec. B.13.3. There are
six paraineters that control the analysis; they are defined in ‘lable B.5.3.111 below.

(A TR YA e ] iy

“i'Hable B.5.3.II1. Definition of Parameters Controlling Harmonic
Analysis

Parameter Default Definition

CON(110)=NTERM 5 The number of harmonic coeflicients to be
obtained.

CON(111)=NPTC none The number of equidistant points on the arc of a

: circle with its center at the origin, at which points

the vector potential is to be obtained by interpo-
lation. Fourier analysis of tlie vector potential at
these points yields the harmonic coefficients.
NPTC should he approximately equal to the
number of mesh points adjacent to the arc.

CON(112)=RINT none The radius of the arc used for the analysis. RINT
B iz e - should be less than, by at least one mesh space,
the distaice to the nearest interface between the
given region and an iron or coil region. Choosing
an arc too close to a pole face will give an erron-
eous result.
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Table B.5.3.II1. (cont.) Definition of Parameters Controlling Harmonic
Analysis

Parameter Default Definition

CON(113)=ANGLE none The angular extent in degrees of the interpolation
arc. The size of this arc depends on the symmetry
of the magnet as specified by the I''YPE discussed
above. For a symmetric quadrupole, only one-
eighth of tlie problem is necessary, and lhence
ANGLE = 45 degrees is appropriate.

CON(114)=RNORM none The radius of the largest circle that will fit in the
magnet aperture, or soimne other noralization
radius, of your choice.

CON(115)=ANGLZ 0.0 The angle in degrees from the x-axis to where
integration arc bhegins

B.5.3.8 Over-relaxation factors.

' The novice user probably will not want to make adjustments of the six over-
relaxatiou factors unless he runs into dilliculties with convergence of the problem.
A discussion of the over-relaxation factors cau be found in Sec. B.13.6. Table
B.5.3.1V gives brief descriptions of these faclors.

Table B.5.3.IV. Definitions of the Over-Relaxation Factor Parameters

Parameter Default Definition

CON(50)=I0DL 100000 An indicator used in POISSON only to deterinine
the number of cycles hetween making quasi-
integrals of H - dl around the Dirichlet boundary.
Making corrections to the solution matrix hased
on the value of this integral somnetimes speeds the
convergence, particularly for non-symmetrical “II”
magnets.

C'ON(74)=RHOPT1 190 (See CON(75)=RHOAIR bhelow.) ARV

CON(75)=RHOAIR 1,90 The over-relaxation factor in POISSON for air and
interface points (and for iron points during a
p-finite-and-constant solution.)* This factor is
automatically optimized during the iteration
process if the injtial value of RHOAIR is equal to
RHOPTIL.
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Table B.5.3.IV. (cont.) Definitions of the Over-Relaxation Factor
Parameters

Parameter Default Definition
CON(77)=RHOFE 1.0 The over-relaxation factor for iron poiuts during a

p-finite-but-variable solution.*
CON(78)=RHOGAM .08 The under-relaxation factor for the relnctivity ~
during a p-finite-but-vaviable solution.*

CON(80)=ISKIP 1 The number of cycles hetween recalculating the
~’s during a p-finite-but-variable solution.*

*See the description of CON(6)=MODE in Sec. B.5.4 below for a distinction between the p-finite-
and-constant and the p-finite-but-variable cases,

B.5.3.9 Convergence criteria.

The problein is said to have couverged if the potential lias changed by less tlien
a specified amouut hetween tests of the convergence. There is a danger in using
such a criterion for nonlinear problems (y-finite-but-variable). The program cannot
distinguish between slowly changing solutions and true minima. The potential is
tested for convergence both in air regions and in the iron regions separately. One can
set a separate convergence criterion for each region. The number of over-relaxation
cycles between convergence tests can also be controlled. Table B.5.3.V defines the
three parameters that coutrol the convergence tests.

Table B.5.3.V. Definition of Parameters Controlling Convergence

Parameter Default Definition

CON(85)=EPSILA 5.0E-7 The nmumber controling tlie convergence criterion
for the potential solution in air and at interface
points (and for iron points during a p-finite-and-
constant solution).

CON(86)=EPSILI 5.0E-7 Tle nuniber controling the convergence criterion
for the potential solution of iron points during a
p-finite-but-variable solution.

CON(87)=IVERG 10  The number of cycles between making the con-
vergence tests during the iteration process. The
default value of 10 should not he altered when
using the option to optimize the over-relaxation

factor RIHOAIR=CON(75).
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B.5.3.10 OQOutput control.

One can choose or choose not to priut out the (x,y) coordinates of the mesh
points, to write a TAPPE35 dump, and to calculaté and print out the poteuntials
and fields over a specified region of the mesh. One can also decide how frequently
one prints out information on the iteration cycles. In some versions of the code
one can check the remaining time in the run and write out a dump to TAPE35
5.0 seconds before the time limit. This latter feature does not work on the CRAY
version because the CRAY automatically creates continuation files wlen a problem
is terminated because of a time limit. Table B.5.3.VI. describes thie paraineters
used in output control.

Table B.5.3.VI. Definition of Parameters used in Qutput Control

Parameter Default Deflnition

CON(29)=LIMTIM 0 The indicator to check the remaining tinie in the
~ run. Execution will be terminated 5.0 seconds
hefore the time limit and a TAPE35 dump will be
written. Set LIM'T'TM=1 to exercise {his option.
(Note: This option does not work for the CRAY
version of the code.)

CON(30)=MAXCY 100000* The maximum number of iteration cycles. Most
problemns converge in a few liundred to a few
thousand cycles for POISSON runs, and about 10
to 20 cycles for PANDIRA runs. It seldom makes
sense to change this parameter, hut if hitting a
machine tinie liniit, then set MAXCY (o a lower
number to get a dump.

CON(31)=IPRI'Q 0 The cycle print. frequency during iteration. The
default value of 0 indicates that the iteration
information will be printed only on the first and
last cycles. Input values of [IPRFQ must be integer
mnultiples of IVERG in Table B.5.3.V above.

CON(32)=IPRINT 0 The mesh and field print option parameter

- PRINT=-1: Print (z,y) coordinales of inesh points
from LATTICE.
PRIN'T=0: No mesh and no field prints.
PRINT=1: Priut the veclor potential array wlen
CON(6)=MODE=0.
PRINT= 2: Priut |B| in iron triangles.
PRINT= 4: Print the (B., B,) components in iron

- triangles.
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Table B.5.3.VI. (cont.) Definition of Parameters used in Output

Parameter Default

Control

Definition

CON(34)=INACT -1

CON(35)=NODMP 0

CON(42)=KMIN 1
CON(43)=KTOP KMAX
C'ON(44)=LMIN 1
CON(45)=LTOP 1

CON(54)=XMIN 0.0
CON(55)=XMAX 0.0
CON(56)=YMIN 0.0
CON(57)=YMAX 0.0

Any combination of these options may be specified
by a addition of IPRINT values. [For example,
TPRINT=T prints the vector potential, | B |, and
the components.

An indicator to allow the user to interact with
the ileration during POISSON or PANDIRA
I INACT > 1, the calculation is stopped at
intervals and the user is asked to type: “GO”,
“NO”, or “IN”, If “GQ”, iteralion continues;
if “NO”, iteration stops and final results are
written; if “IN”, user is asked for new values
of CON’s.

The parameter controlling TAPE35 dump:
NODMP=0: Write dump at end of run
NODMP=1: Do not write duinp

The (K,I.) limits of ihe region in which the
fields and gradients are to be calculated and
printed. This print is independent of IPRINT.
I{ prints fields only in non-iron regions even if
KTOP and LTOP would include iron. An alter-
native way of defining the region is given below.

The (z,y) limits of the region in which the fields
and gradients are to be calculated and printed.
Az and Ay in this grid are specified by
CON(43)=KTOP and CON(45)=LTOP in

the following way:

Az = (XMAX-XMIN)/(KTOP-1)

Ay = (YMAX-YMIN)/(LTOP-1)

*This is set to 20 for PANDIRA problems.
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B.5.4 Entering Permeability Data

B.5.4.1 Introduction.

Basically there are four types of permeability inputs: 1. p-infinite, 2. p-finite-
and-fixed, 3. p-finite-but-variable, and 4. anisotropic-g. Although we have labeled
the types by u, the code uses the reluctivity 4 defined in general by the relation

H =7 (|B])- B/uo + H. (B.5.1)

The corresponding relation in electrostatics is

D = ¢ % (|E|)-E + D.. (B.5.2)

For permmanent magnets 4 can be a tensor and |H,| is called the coercive force. This
is consistent with the modern poiut ol view that(B,E) are the primary quantities
and (H,D) are detived from material properties. Henceforth it will e understooc
thai the phrase dielectric constant x, can be substituted for the word reluctivity 4
everywliere in the discussion.

In addition to the reluctivity the user has control of the stacking or fill factor
for the material. The iron in most electromagnets is laminated hence part of the
material in the iron region is not ferromagnetic. This is taken into account in the
code by assigning a stacking factor between zero and one.

When there is more than one type of material (or stacking factor), the user
must assign an identification number called MATER to the inaterial. This nuinber
is compared with the regional number MAT in assigning properties to regions.

The next four subsectious discuss the four types of input. The subscctiou after
that will summarize the allowed input and give a flow diagram for the read state-
ments.

B.5.4.2 u-infinite case.

This is the default case and corresponds to CON(6) = —2. No other parameters
are required. This inpul. gives a good approximation to the ficld in the air region
near soft iron if the field is less than about 500 gauss. It may be a useful first
approximation at higher ficlds when used in the design of synchrotron magnets that
start at low fields and go to higher Relds.

B.5.4.3 p-finite-and-constant case.
If CON(6) = MODE = —1, the code expects to read in from 1 to 4 values of
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v and stacking factor depending on the value of CON(18) = NI’ERM. The combi-
nation MODE = —1 and NPERM = —1, —2, -3, or —4 signals the p-finite-and-
constant case. [Furthermore there is anolhier way to enter data for the case of one
fixed - inaterial by using just the CON’s, namely, CON(6)=-1, CON(7)=STACK,
CON(10)=FIXGAM, and CON(18)=NPERM=0.

B.5.4.4 p-finite-but-variable case.

When u is variable, it must be defined by a table. The code lias one internal
table correspounding to a very low carhon steel. The table is always printed out in
the file OUTPOL. This case is signaled by MODE = 0. The code allows ilie use of
{lie internal table plus up to 3 externally read iu tables, depending on the value of
NPERM =0,1, 2, or 3.

There is also an option that allows the user to liave the internal table with up
to 4 different stacking factors. This is signaled by MODE = 0 and NPERM = —1,
—2, =3, or —4. Furthermore there is another way to enter data for the case of the
internal table with one stacking factor. This is done using just the CON’S, nanely,
CON(6)=0, CON(7)=STACK, and NPERM = 0.

The table values defining the permeability may be entered in one of 3 forms:
(B,v), (By), or (B,H) as s[)eciﬁefl by the parameter MTYPE, which is read in
along with MATER and STACK. M'I'YPE = 1 imiplies ( B, v), which is the default;
MTYPE = 2 implies (B,u); and MTYPE = 3 implies (B, H). Eacl table can con-
tain up to 50 points. If there are less than 50 poiuts, the table must be terminated
by “s”. If M'I'YPE < 0, the material is a permanent magnet material.

B.5.4.5 Anisotropic 1 and permanent magnet materials.

This section applies only to PANDIRA input. Anisotropic materials are char-
acterized by an easy axis and a hard axis perpendicular to it. The values of u
are different along the two axes. The easy axis may be p-finite-bhut-variable (table
required), while the hard axis must be u-finite-and-constant. Permnanent magnet
materials are usually anisotropic with the easy axis cliaracterized by a p-finite-and-
constant relation, and a nonzero coercive force H.. The code distinguishes between
these cases by the value of the two parameters MTYPE and MATER. MTYPE =
—1, —2, or —3 and MATER = 3, 4, or 5 implies anisotropic material; MTYPE < 0
and MATER > 5 implies permanent magnet material.

Definition of an anisotropic material requires up to 5 parameters, 4 identifying
the easy axis and one defining the reluctivity along the hard axis. These are defined
in Table B.5.4.I helow.
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Table B.5.4.1. Definition of Anisotropic Parameters®

Parameter Definition

ANIN(1)=ANISO  The direction in degrees of the easy axis relative to
the horizontal axis. See I'ig. B.5.4.1.

ANIN(2)=GAMPER Relative reluctivity v perpendicular to the easy

axis.
ANIN(3)=XO0A The center of a circular arc for the easy axis
ANIN(4)=YOA direction. This optional data is used along with

PHAXIS wheun ihe easy axis caunot be delined by
ANISO above. See Iig. B.5.4.2.

ANIN(5)=PHAXIS The angle in degrees between the radial vector R
and the easy axis. See I'ig. B.5.4.2. PIIAXIS is
usually zero or 90 degrees.

%These paramelers must be entered in this order using the free format defined in Sec. B.3.1

Figure B.5.4.1: Definition of angle pg = ANISO

Most anisotropic materials ouly require the first two parameters in this table.
There are no natural materials where the easy axis direction changes with location
in the material, but materials which approximate this behavior can be constructed
with slabs of permanent niagnet material, for which this option was created. If
MATER < 5, the easy axis permneability is specified by a table. Il MATER > 6 but

.__—__————__—-,-_--—_
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< 11, then the material is a permanent magnet and the easy axis is specified by
two parameters (HCEPT, BCEPT) entered using the free format. IICEPT is the
H-axis intercept in oersteds of the linear B-H relation; it is a negative number with
the value of H.. BCEPT is the B-axis intercept in gauss; it is called the residual
induction B,. This is illustrated a1 Fig. B.5.4.3. For permanent magnet probhlems
with no electric currents remeiber to set CON(101) = IPERM = 1. {See Subsec.
B.5.3.5 above.)

B.5.4.6 Summary of permeability Input.

There are a lot of options for entering permeability data. Figure B.5.1.1 above
shows how CON(6)=MODE controls input. Figure B.5.4.4 shows schematically
what happens when CON(6)=0 or — 1, depending on the valne of CON(18)=NPERM.
(The coding is actually more complicated than this.) Table B.5.4.11 illustrates which
parameters control which options. The INPERM| can always be less than the value
used in the table, for example, 2 instead of 3 un line 3.c of the table. The variable

“s” means stacking factor.
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Figure B.5.4.2: Definition paramelers XOA, Y'OA, and ¢4 = PHAXIS when the

easy axis direction varies over a circular arc.
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Figure B.5.4.3: Definition of parameters for permanent magnet materials:
BCEPT=D,, HCEPT=1l, and GAMPER=I[, /B,.

B.5.5 Input of fixed potential points.

The ability to require that the potential be fixed at some point, along some
line, or in some region can be very useful, especially in electrostatic problems.
When CON(20)=INPUTA is greater than zero, that is, is equal to the number
of fixed potential points, the code expects a list of points with {heir associated
fixed potentials. The form of each line is “K L POT” where (K, L) are the log-
ical coordinates of the point and POT is the fixed potential value, that is, the
vector potential for magnetic problems aud the scalar potential in volts for elec-
trostatic problems. (1o get (K, L) from (X, Y) set CON(32) = -1 in LATTICE
and look in OUTLAT.) Please note that, if the above opiions are used with POIS-
SON/PANDIRA programs received PRIOR to 9/28/86, for cylindrical coordinates
(ICYLIN = CON(19) = 1), the POl values input must = r* potential. For pro-
grams after 9/28/86, input just the potential values for both cylindrical or Cartesian
coordinates.
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< 11, then the material is a permanent magnet and the easy axis is specified hy
two parameters (HCEPT, BCEPT) entered using the free format. IICEPT is the
H-axis intercept in oersteds of the linear B-H relation; it is a negative number with
the value of H.. BCEPT is the B-axis intercept in gauss; it is called the residual
induction B.. This is illustrated in Fig. B.5.4.3. For permanent magnet problems
with no electric currents remember to set CON(101) = IPERM = 1. (See Subsec.
B.5.3.5 ahove.)

B.5.4.6 Summary of permeability Input.

There are a lot of options for entering permeability data. Figure B.5.1.1 above
shows how CON(6)=MODE controls input. Figure B.5.4.4 shows schemalically
what happens when CON(6)=0 or — 1, depending on the value of CON(18)=NPERM.
(The coding is actually more complicated than this.) Table B.5.4.11 illustrates whicly
parameters control which options. The INPERM| can always be less than the value
used in the table, for example, 2 iustead of 3 on line 3.c of the table. The variable

“s” means stacking factor.

~e
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Figure B.5.4.2: Definition parametlers XOA, YOA, and ¢, = PHAXIS when the
easy axis direction varies over a circular arc.
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Figure B.5.4.3: Definition of parameters for permanent magnet materials:

BCEPT=B,, HCEPT=I1I. and GAMPER=I1,/B;.

B.5.5 Input of fixed potential points.

The ability to require that the potential he {ixed at some point, along some
line, or in some region can be very useful, especially in electrostatic problems.
When CON(20)=INPUTA is greater than zero, that is, is equal to the number
of fixed potential points, the code expects a list of points with their associated
fixed potentials. The form of each line is “K L POT” where (K, L) are the log-
ical coordinates of the point and POT is the fixed potential value, that is, the
vector potential for immagnetic problems and the scalar potential in volts for elec-
trostatic problems. (1o get (K, L) from (X, Y) set CON(32) = -1 in LATTICE
and look in OUTLAT.) Please note that, if the above options are used with POIS-
SON/PANDIRA programs received PRIOR to 9/28/86, for cylindrical coordinates
(ICYLIN = CON(19) = 1), the POT values input must = r+ polential. For pro-
grams after 9/28/86, input just the potential values for both cylindrical or Cartesian
coordinates.

-—u - IS Saas S S SaEE A e B
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TABLE B.5.4.11. Examples of Permeability Options

ISOTROPIC MATERIALS CON(6) CON(7) CON(10) CON(18) ANIN(I) HCEPT
(POISSON/PANDIRA) MODE STACK FIXGAM NPERM MATER STACK® MTYPE I=1,5 BCEPT
1. p = oo (default) -2 b - . - - . - -
2. p finite & constant

a) 1 set, using CON’s -1 8 v 0 - - - - -

b) 4 sets -1 - - -4 2345 4 value - - -
3. p finite but variable

a) int. tab., 1 stack fac. 0 8 - 0 - - - - -

b) int. tab., 4 stack fac. 0 - - -4 2,345 4 value - - -

¢) int. tab. + 3 ext. tabs ] 8 - 3 34,5 3 value 3 val® - -

’ (1,2,3)

d) int. tab. + 3 p const. matls. -1 8 .- -3 3,45 3 value - - -
ANISOTROPIC MATERIALS
(PANDIRA ONLY)
1. not a permanent magnet

a) (int. tab + 3 ext. tab-easy) 0 8 - 3 34,5 3 value 3 val? 3 set -
2. Permanent magnets

a) int. tab. 46 perm. mag. 0 8 - 6 6,7,8 6 value 6 val° 6sets 6 sets

9,10,11
b) int. tab. + 3 ext. tab. 0 8 - 9 3-11 9value 3 vald  Osets 6 sets
+ 6 perm. mag. 6 val/

%This stacking factors is not the same as CON(7), which only affects the internal table.
bThe dash means that this parameter is not used and hence its value is not significant.

“Any 3 numbers {depending on input table type) from set (1, 2, 8).
4Any 3 numbers (depending on input table type) from the set (-1, -2, -3).

°Any 6 numbers as long as they are negative; the value of the number is not important.
{ Any 3 numbers from the set(~1, -2, —3) and any 6 numbers <0. For MATER > 6 the negative value of MTYPE is not significant.
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B.5.6 Input for current filaments.

The main use of this feature is to include small trim windings in magnet prob-
lems. When CON(49)=NFIL is greater thau zero, that is, is equal to {the munber
of lines of current filament data to be entered, the code expects a list of points and
corresponding current values, The form of each line is “K L CFIL” where (K, L)
are the logical coordinates of the point and CI'IL is tlie current in amperes.

A TO NEXT READ
[READ: O
\ . ATER
~ STACK
MTYPE
ERROR
&

READ: g5y poJ=3) 30 .
HCEPT [+~ MATER : MTYPE
BCEPT '3

S2<6 K
READ:
»\N'N(J)®
READ : (£50 POINTS) N
7 v3. 8 Table (FIMTYPEl= 1
J v, B Table ((IMTYPE]= 2
H vz 8 Toble I{IMTYPE= §
* Orly 2EMATERSS ore allowed (Regd can be termingted by "'s*
if < 50 painls)

' THE VALUE OF MTYPE IS USED TO

- CONVERT THE TABLES TO STANDARD

TYPE, NAMELY y vs. B

Fig. B.5.4.4: Flow diagram for entering permeability data when MODE=0 or —1.




Chapter B.6

Output of POISSON and
PANDIRA

The information put out by POISSON and PANDIRA is almost identical, the
principle difference being in the print of the iteration history. Because the two codes
solve problems by different metliods, different information on the iteration cycles is
printed out.

Both codes write solution information to TAPE35 that can be used to plot flux
lines via TEKPLO'T. Both codes write information to output files as well as to the
terminal. Examples of terminal output can be found in examples iu Chap. B.12

below. The major portiou of the information is written to the files OUTPOI for
POISSON and OU'I'PAN for PANDIRA.

The material in these output. files is of tliree types: 1. information used to solve
the problem, 2. information on the iteration history, and 3. information on the
solution. Information used to solve the problem includes a list of the CON values
at the beginning of the run, and tables of B? «, g, and I as a function of B for the
various magnetic materials appearing in the problem. The internal v vs B table is
printed out no matter whether it is used of not. Stacking factors are also priuted out.
The iteration history is a recapitulation of the termiual output, which is described
in the examples of Chap. B.12 below, The amount and type of solution information
is controlled by CON(32)=IPRINT as described in the previous section. Figure
B.6.1 shows a portion of a potential map for the quadrupole problem discussed in
Chap. B.3. The ahscissa is the lagical coordinate K and the ordinate is the logical
coordinate L. Each logical point (K, L) has associated with it two values of the
potential A (V for electrostatic problems). These are distinguished on the map by
“u” and “.” The value A, is the potential found in the upper triangle associated
with the point and the value 4, is the potential in the lower triangle. Figure B.6.2
shows the relation between the point (K, L) and its upper and lower triangles. The
association shown in the figure is unique in the sense that each triangle is associated
with one and only one point in the mesh. Maps of |B|, B,, and B, are printed in a
similar fornat.
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*

dump number 1 has been written on tape35.
1 the following is a map of the potential array a, cycle 150

o 1
k-
61 62 63 64 65 68 67 68 69 70 71 72 73 74 75 76 77 7 79 80
88
87 0.00
0.27 0.19

0.27 0.16 0.17
042 0.34 031 0.42
0.43 0.32 0.27 030 0.42
056 0.49 045 048 0.55
‘0.58 047 0.42 0.42 047 0.57
085 0.71 064 060 059 0.62 0.68
085 0.72 063 0.56 064 0.5 0.62 0.71
1.01 050 081 075 0.72 0.73 0.7¢ 0.82 0.94
103 090 079 0.72 068 088 0.71 0.76 0.83
1.17 1.08 098 091 087 0.86 0.87 0.92 0.99
U 1.20 107 097 0.89 083 0.81 082 086 092 100
1561 134 124 115 108 103 1.00 100 102 106 1.13
1.1 135 124 1.14 108 100 0.96 095 0.97 101 1.07
1.68 155 143 1.33 125 119 1.15 114 1l.14 117 1.21
1.71 156 1.43 132 1.23 116 112 110 110 1.12 1.18 1.22‘l
206 186 1.74 162 152 143 136 131 129 1.28 129 131 135
206 188 176 162 151 141 134 1.28 1.25 1.24 1.24 127 131
226 2.10 195 182 171 162 154 149 1456 142 142 143 146
2.28 211 196 182 171 160 152 146 141 139 138 139 142 146
246 231 2.16 2.03 192 182 173 166 181 158 156 156 157 1.60
260 232 2.17 2,03 191 180 171 164 158 155 1.53 1.53 154 1.57
290 267 252 238 225 2.13 202 193 185 179 L1L76 172 170 1.70 1.72
200 269 254 239 225 2.12 201 191 1.83 176 172 169 167 167 169 171
3.12 294 2.77 2.61 247 235 223 213 205 198 192 1.88 1.8 1.85 185 1.86
316 296 2.78 262 247 234 222 211 202 195 189 185 183 182 1.82 183
336 3.19 302 286 271 258 245 235 225 217 211 206 202 200 1.99 199
342 321 303 286 2.71 256 244 233 223 215 208 203 199 197 196 197 198

N 9 3 3 2 g o= ® ® @ = ™
- N -] -3 -] © - [ - -] -]
B =g ~E —~g =g ~—g —f —g =g =g =g =g g g g =g

-3
1]

Fig. B.6.1: Portion of the printed map giving magnetic field values in kilogauss in the iron region
of a quadrupole magnet. {See Section B.3.3.)
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= (K, L)
upper
triangle

lower
triangle

Fig. B.6.2: Fach point (K, L) in the logical mesh lhas associated with it an upper
and lower triangle.

In addition to these maps, tlie user may have the code print tables that assign
values of potential and derived field quantities as a function of physical coordinates.
The values are obtained by a least-squares interpolation scheme. The tables also
give residuals (afit) for the physical point (z,y). The quantily afit is a ieasure
of how well the polynomal fit to the potential matches the values of the potential at
the (K, L) point. The polynomial is used to calculate the derivatives of the potential.
The user can select the region covered in these tables by using CON’s 42 through 45
or CON’s 54 through 57 as described in Subsec. B.5.3.10 above. Figure B.6.3 shows
a part of one of these talbles.

When harnionic analysis is requested, by entering values for CON’s 111 thirough
115, the code prints the results of the analysis in the output file. Figure B.6.4
shows an example table. The first portion is a table giving the coordinates and
interpolated vector-potlential values used in the analysis. The next section gives the
real and imaginary parts of the coeflicients in the expansion of the vector potential
in harmonic polynomials. The absolute value of the coefficients is also printed. The
third section of the harmonic analysis gives the real, imaginary and absolute values of
the coefficients for the magnetic feld expansion in harmonic polyuomials. There is a
direct correspondence between the harmonic polynomials and the multipole content
of the field. For a more complete discussion see Sec. B.13.3.

Finally, for problenis with special fixed vector potential points, there is a table
giving the total current required to keep the potential fixed at these points.
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1least squares adit of probles. cycls 9

Bywm quas symmeiry typs

Ostornd enargy = -5.0083e-00 jonles / meter or redima
xjTuct= 1000000

0 k 1 alvector) x Y bx(gayes) _ by(gages) btgaues)  dby/dy(gangs/cm) duy/dy(guywafom) ufit
0 1 1 0.000000e+00  0.00000  0.00000 0.000 0.000 0.000  0.0000s+00 -2.76780403 2.3s-01
0 3 1 6.154677e+00  0.21209  0.00000 0.000 -589.885 580.685  0.0000e+00 -2.74604+03 ~1.1e400
0 3 1 2.491422¢+02  0.43637  0,00000 0.000 -11€8.667 1168.657  0.0000e+00 ~2.74434+03 ~2,3¢-01
© 4 1 E.503174e+02  0.83308  0.00000 0.000  -1747.257 1747.357  ©0.00008+00 ~2.74610+03 3.6e-01
0 5 1 9.926362e+02  0.85076  0.00000 0.000  -2330.916  2330.916  0.00008+00 ~2.76330403 9.5e-02
0 6 1 1.550469+03  1.08343  0.00000 0.000  -2016.366  2916.368  0.0000e+00 -2.7476¢+03 -2.8¢-02
0 7 1 2.232830e+03  1.27612  0.00000 0.000  -3498.966  3498.068  0.0000e+00 ~2.74094+03 -3.4¢-02
0 8 1 3.038830a+03  1.43881  0.00000 0.000  ~4081.752  4081.762  0.0000a+00 ~2.7336¢+03 -6.3¢-03
0 9 1 3.06202%+03  1.70149  0.00000 0.000  -4684.016  4684.018  0.0000e+00 -2.7389¢+03 2.2e-02
0 10 1 B.02277Te¢03  1.01418  0.00000 0.000  -5346.626  b5245.628  0.0000e+00 -2.73384+03 4.40-02
0 11 1 6.200222e403  2.12887  0.00000 0.000  -5826.148  5836.148  0.0000e+00 -2.72T4e%03 6.1¢-02
0 12 1 7.500048+03  2.3365  0.00000 0.000  -6404.752 - 8404.7T52  0.0000e+00 -2.71694+03 7.34-02
0 13 1 8.024402e+03  2.55224  0.00000 0.000  -6970.965  6079.965  0.0000e+00 -2.6052¢403 7.94-02
0 14 1 1.046061e+03  2.76403  0.00000 0.008  -7549.193  7B49.193  0.0000e+00 -2.8582¢403 7.4e-02
0 16 1 1.215¢86e+04  2.87761  0.00000 0.000  -B107.770  8107.770  0.0000e+00 -2.50164+03 5.8e-02
0 18 1 1.301705e+04  3.19030  0.00000 0.000 - -8647.202  8647.202  0.0000e+00 -2.47180+03 2.0e-02
0 17 1 1.581000e+04  3.40200  0.00000 0.000  -0162.279  9162.279  0.0000e200 ~2.3578s+03 ~3.50-02
0 18 1 1.780685e+04  3.61687  0.00000 0.000  -9607.004  950T.004  0.0000s+00 -1.88048403 ~9.7e-02
0 19 1 1.988579e+04  3.8283¢  0.00000 0.000  -9940.965  0940.96E  0.0000+00 -1,29744+03 ~1.2¢-01
0 20 1 2.702385e+04  4.04104  0.00000 0.000  -10132.459  10132.469  0.0000e+00 -4.5903e+402 ~T.7e-02
0 31 1 2.418188e+04  4.26373  0.00000 0.000 -10126,603  10126.693  0.0000e+00 5.2599¢+02 2.7¢-02
"0 22 1 2.831657Te04  4.48843  0.00000 0,000  -9913.908  0913.908  0.0000e+00 1.44034+03 1.1e-01
© 23 1 32.838703e+04  4.87910  0.00000 0.000  -9532.435  9632.435  0.0000e+00 2.0818¢+03 1.2¢-01
0 24 1 3.036437e+D4  4.89179  0.00000 0.000  -D049.806  0049.896  0.0000e+00 2.3842¢+03 7.1e-02
0 2 1 3.223408e+04  5.10448  0.00000 0.000  -8530.271 8530.271  0.0000e+00 2.4633¢+03 2.9¢-02
0 328 1 3.390330e+04  5.31748  0.00000 0.000  -8016.602 _ 8016.602  0.0000e+00 2.3687403 1.9e-02
0 327 1 3.6M5ETs+08  5.52985  0.00000 0.000 -7626.408  7628.488  0.0000e+00 2.2257¢+03 4.4e-02
O 328 1 S.7T107T17e+04  B.T426¢  0.00000 0.000  -7088.718  7068.T18  0.0000e+00 2.07936+03 1.2e-01
0 20 1 3.86544Bes04  5.056I2  ©.00000 0.000  -6638.785  ©832.766  0.0000e+00 1.9628+08 2.1¢-01
O 30 1 4.002763+08  6.16791  0.00000 0.000  -8229.780  6220.769  0.0000a+00 1.8802¢+08 2.5¢-01
o A 1 4.150566e+04 6. 38000 0.00000 0. 000 -56834.180 5834.180 0.0000e+00 1.0380e+03 3.4e-01
0 32 1 4.250508e404  ©€.68328  0.00000 0.000  -B467.264  B4E7.284  0.0000s+00 1.7227¢+03 -4.6e-01
0 33 1 4.302857e+04  6.80697  0.00000 0.000  -5116.341 5116.341  0.0000e+00 1.5381e+03 -9.8e-01
0 34 1 4.468414e+04  7.01866  0.00000 0.000  -4807.112  4607.112  0.0000e+00 1.4000¢+03 -4.6e-01
0 35 1 4.667601e+04  T7.23134  0.00000 0.000 -4521.072  4621.072  0.0000e+00 1.30830+03 -1.9e-01
O 36 1 4.660867es04  7.44403  0.00000 0.000 -4249.165  4249.166  0.0000e+00 1.2647a+03 -9.6e-03
o 3r 1 4.7483902e+04 T.66627 ©.00000 0.000 -3980.541 3980.541 0.0000a+00 1.32606a+03 1.3e-04
0 38 1 4.830205e+04 T.88940 0.00000 0.000 -3714.201 - 3714.20¢ 0.0000e400 1.2301e403 1.1e-01

Fig. B.6.3: Portion of least squares fit table from a PANDIRA run.
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1 harmonic analysis.
0 integration radius = 1.86000.
0 table for integrated points.

0 n angle x coord y coord kf 1f vac.pot.
1 0.0000 1.8600 0.0000 10 1 4.742540+03
2 4.5000 1.8643 0.1459 10 2 4.68423e+03
3 -9.0000 1.8371 0.2910 10 2 4.510710+03
4 13.5000 1.8086 0.4342 9 3 4.22621e+03
5 18.0000 1.7690 0.5748 10 4 3.837658+03
6 22.5000 1.7184 0.7118 9 5 3.35455e+03
7 27.0000 1.6573 0.8444 9 6 2.78877e+03
8 31.5000 1.5859 0.9718 9 6 2.15424e+03
9 36.0000 1.5048 1.0933 8 7 1.466566+03
10 40.5000 1.4144 1.2080 8 7 7.42774e+02
11 45.0000 1.3162 1.3152 8 8 3.54835e-01

itable for vector potential coefficients

Onormalization radius = 2.92000

0 a(x,y) = re( sum (an + 1 bn) » (z/r) *sn )

0 n an bn abs (cn)

Q 2 1.1690e+04 0.0000e+00 1.1690e+04

0 6 -1.2543e+01 0.0000e+00 1.2543e+01

0 10 9.3097e+00 0-.0000e+00 9.3097e+00

0 14 -5.7176e+01 0.0000e+00 5.7175e+01

0 18 2.4653e+02 0.0000e+00 2.4653e+02

itable for field coefficients
Onormalization radius = 2.92000

0 (bx - by) =1 = sum n*(an + 1 bn)/r = (z/r)**(n-1)
0 n n(an)/r n(bn)/r abs(n(cn) /r)
0 2 8.0070e+03 0.0000e+00 8.0070e+03
0 8 ~2.67746+01 0.0000e+00 2.6774e+01
0 10 3.1882e+01 0.0000e+00 3.1882a+01
0 14 -2.7413e+02 0.0000e+00 2.7413e+02
0 18 1.5197e+03 0.0000e+00 1.5197e+03

Figure B.6.4: Example of the harmonic analysis information written to the
output file.



Chapter B.7
Input and Output for TEKPLOT

B.7.1 Input to TEKPLOT

TEKPLOT will plot the physical houndaries and mesh resulting from a LAT-
TICE output. It will also plot the equnipotentials [rom POISSON, PANDIRA, and
MIRT output. More than one plot can be made in the same run by repeating the
first two input data groups. The structure of the input is shown in Fig. B.7.1.1.

w
o STOP
NPH
INAP
NSWXY
READ:
XMIN
> XMAX
YMIN
!
READ: *
AMN
AMAX RUN

Figure B.7.1.1. Flow diagram for Read Statements in TEKPLOT.

1
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This program uses the special {ree format described in Sec. B.3.1. The meaning
of the parameters is given in Table B.7.1.1.

Table B.7.1.1 Input Parameters to TEKPLOT.

Name Default

Description

NUM 0
ITRI 0
NPHI 0
INAP 0
NSWXY o©°
XMIN XMIN
XMAX XMAX
YMIN YMIN

YMAX YMAX

The TAPE35 “dump” nuinber on which the (X,Y) coordinates of
the mesh, and (if NUM > 0) the field values have been written.

An indicator to specify whether the triangular mesh is to'be
plotted or only the physical houndary lines of regions.

I'TRI = 0 meauns do not plot the triangular mesh;

ITRI = 1 means plot the triangular mesh.

The nuniber of equipotential lines to be plotied. The program
does nol plot lines for the sinallest and largest polential values,
one of which is usually just a point. For magnetostatic problems
in two dimeusions, the equipotential lines for the vector potential
are magnetic flelds in cartesian geometry. In cylindrical geometry

the program plots “flux surfaces,” which are r * A(r, z) = constant.
For most problems a good number for NPHI is between 20 and 50.

An indicator for an additional Read statement.
INAP = 0 means do not read AMIN and AMAX,

= 1 means read (ou the next data line) the minimum
and maximmm values (AMIN and AMAX) of the equipotential
lines to be plotted. The values plotted are
(AMAX — A),(AMAX —2xA),...,(AMIN + A),
where A is (AMAX - AMIN)/(NPHI + 1).

An indicator allowing an interchange of the X and Y axes
NSWXY = 0 meaus no interchange;
NSWXY = 1 means interchange.

The limits of the plot, which may be any part of the problem
rectangle. The variables XMIN, XMAX, YMIN and YMAX
should not be confused with variables of the same name that
are entered in AUTOMESH and determine the size of the
problem rectangle, lowever, if allowed to default, they will
take on the values defined in AUTOMESII.

20r last input value.
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tekplot

?type input data- num, itri, nphi, inap, nsuxy,

? s

input data

num= O itri= 0 aphi= 0 inap= 0 nsvxy= 0
plotting prob. name = full size cavity cycle = 0

7type input data- xmin, xmax, ymin, ymax
? 80. 125. 0. 25.
input data

xmin=® 80.000 xmax= 125.000 ymin= 0.000 ymax= 25.000

7type go or no

? g
Figure B.7.1.2: An example of interactive input to TEKPLOT.

After making the plot, TEKPLOT waits for a carriage return hefore prompting
the user for more input. Upon receiving the carriage return, TEKPLOT asks for a
dump number with accompanyinig input. To terminate the run the user enters -1S
for the dump number.

An example of TEKPLOT input is given in Fig. B.7.1.2.

B.7.2 Output of TEKPLOT

In addition to providing the plots described above, TEKPLOT also makes an
output file named OUTTEK, which contains a list of the contour values that were
plotted. TEKPLOT will only plot closed regions.

B.7.3 System-dependent Plot Routines in TEKPLOT

TEKPLOT uses PLOTI0 commands . If PLOT10 is not available at the user’s
installation, then the user will have to go into the FORTRAN code and substitute
commands from his own graphics system. The calls to PLOT10 and their functions
are listed at the beginning of the source code to facilitate substitutions.



Chapter B.8

Input and Output for FORCE

Presently the version of FORCE that we have is not compatible with the stan-
dard versions of POISSON, PANDIRA, aud TEKPLOT. In the near future we will
have it working, and at that time we will send out the docwunentation for FORCE
and a worked example,



Chapter B.9

Input and Output for MIRT

B.9.1 Introduction

MIRT is a nonlinear optimization program that uses POISSON as a function
generator. It optimizes a sct ol parameters delining a magnet by minimizing a
weighted sum of squares of the deviations between the desired and the actual per-
formance of a magnet, subject to restraining conditions. If {p;,z = 1,...n} is a set
of parameters, and {s;,i = 1,...,m > n} is a set of performance numbers desired,
for example, values of the magnetic field at given locations, then the sum to be
mininized is

m !
§=Y wisi — )+ vl —p,)* , (B.9.1.1)
=1 =1

where the w;’s are weights chosen eitlier so that each term in the sum is approx-
itnately the same size, or iu some other user-defined fashion. Choosing weights
v; and estimated values of {Bi,i =1,.,l< n} lor some parameters, applies what
are called soft restraints. The nmubers s; are calculaled by POISSON. Hard re-
straints can also be applied. Hard restraints fix some values {r;,i = 1,...,h < n} of
performance numbers absolutely. In order to minimize S, one must calculate the
change of s;’s as a function of the p;’s. T'his is contained in the “coeflicient matrix”
1\/[;_,' = dsi/dpj ) (B.9.1.2)

which will be referred to later.

The principle use of MIRT is to trim the poleface of dipole magnets to produce a
more uniform field in the midplane of the gap. MIRT has also been used to optimize
a quadrupole magnet. HHowever, to do so, the quadrupole was first transformed into
a dipole through a conformal transformation. The dipole is then optimized and
tlien transforined back to a quadrupole using the inverse conformal transformation.
This use of conformal transforinations is described in Sec. B.13.4.

Optimizalion means least squares minimization of the difference between Lhe

1
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field distribution desired by the user and the field produced by a given set of inagnet
parameters. The parameters that can be changed to produce the optimizalion are:
1. the poleface profile, 2. the current and current density in the coils, and 3. the coil
position. The parameters describing the poleface profile have heen discusser in Sec.
B.1.6. The next section describes the input necessary to control the optimization,
to define the optimal field, and Lo specify the maguet parameters to he adjusted.
The final section describes the output produced by the code. A detailed exaniple is
given in Sec. B.12.4 helow. (Note: Sec. B.12.4 has not been written yet.)

B.9.2 Input to MIRT

The input data for MIRT can be divided into seven groups. The first gronp
is the variables controlling the overall oplimization. These variables are called the
“optimization constants.” Most of them have default values that the user will
seldom have need to change. The second group defines the “fitted points.” Iach
fitted point is defined by a field value, a location, and a weight to e used in the
least squares minimization. The third group specifies the parameters that will be
adjusted to achieve the minimization of differences hetween the optinmunn field and
the actual field. The fourth group is the set of numbers re¢uired to ilplement the
soft restrainls on the parameters. The fifth group controls the regeneration of the
mesh when bumps are applied to polefaces and coils. The sixth group contains input
for the coefficient matrix, if it has been saved froin a previous run. The sevenih
group is identical to the normal POISSON inpul data as described in Chap. B.5
above. These seven groups are discussed in seven subsections below. All input is
entered using the special free format discussed in Sec. B.3.1.

B.9.2.1 Optimization constants.

Nonlinear optimization requires special care. Predictions of desired parameter
changes based on the linear coeflicient matrix AM;; may not be valid. The program
takes the following precautions. The chauge AT; made by the program is the change
suggested by the least squares process, multiplied by a relaxation parameter RLX.
The relaxation parameter is modified from iteration to iteration depending on how
nonlinear the problem is. The degree of nonlinearity is tested after every iteration
with the help of a test suinmation

m ) h
Tvlaat — Ewi(séaat _ gi)z + Zvi(pi'“t _ E.’)2 + Zu;(rf-“’ _ 1'.1')2 (B921)
i=1 =1 i=1
where the u;'s are chosen so that tlie contribution from the r;’s is comparable to
that from the s;’s. The change in 7" after each step
' AT = Tt . TPreviow, (B.9.2.2)

is compared with the change ATy, that would be expected if the problem were
linear. It can be shown that the change ATiin depends on the coefficient matrix
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and on the relaxation parameter RLX. See Sec. B.13.6. According to the value of a
function

TEST = (AT/ATjn — 1), (B.9.2.3)

adjustment of RLX is made. This adjustment will be described below.
The program stops when one of three conditions is fullilled: 1. S given by
Eq.(B.9.1.1) or T given by Eq.[B.9.2.1) is less than the optimization parameter
SRSUM described below, 2. RLX is greater than 1/4 and the difference between

the last calculated values of either S or T is less than the optimization parameter
PCNT, or 3. the reconunended value of RLX is less than the optimization parameter

RLXS.

Table B.9.2.1 gives the meaning and default values of these optimization parameters,
which are stored in an array called PCON.

Table B.9.2.1. Definition of the PCON array.

Constant Default Definition

PCON(1)=LOOP 0 If LOOP >0, It is the maximum number of
cycles allowed.
=0, The code runs POISSON once.
<0, The code only produces the coef-
ficient mmatrix discussed below.

PCON(2)=MATRIX 0 If MATRIX= 1, Save the coefficient matrix.
= 2, Read in the coeff. matrix.
= 3, Read and save coefl. matrix.
The coeff. matrix is saved on

file TAPE20.

PCON(3)=IPUNCH 0 If IPUNCH > 0, Save the coordinates of the final

optimized poleface houndary on

the file TAPE10.

PCON(4)=MPRINT 1 If MPRINT= 1, Write {he coefl. matrix to the
file OUTMIR. ,
# 1, Do not write coeff. matrix.

PCON(5)=MUSE 1 The number of solutions with
each coefficient matrix. The
coeflicient matrix can be used
for several iterations if desired.
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Table B.9.2.1. (continued) Definition of the PCON array.

Constant

Default

Definition

PCON(6)=RLX

PCON(7)=RLXS

PCON(8)=TEST1

PCON(9)=SRSUM

PCON(10)=PCNT

PCON(11)=FEMAX

0.5

1/128

0.1

1.E-20

0.1

0.5

The starting relaxation [actor for the para-
meters.

The minimum value that RLX may assuine.
The optimization will be terminated if a smaller
relaxation factor is recommended.

A parameter that determines the options for
clianging RLX. The code calculates an auxiliary
quantity TEST and compares (See Eq. B.9.2.3)
it with TEST1 before changing RLX. If S is the
sum of the weighted squares of difterences at
the fitted points, then TEST is the ratio of the
improvement in 7" to the “as if” linear improve-
ment in T minus 1.0. The prescriptiou for

changing RLX is as follows:
If ”TEST| > 44TEST1, halve RLX and if

TEST:-0., proceed; but if TEST<0, reject the
previons solution.

If 4.«TEST1> |TEST
and proceed.

If 2+'VEST1> |TEST| > TEST1, proceed.

If ITEST| <TEST1, double RLX and proceed.

>2.+TEST1, halve RLX

The optlimization has converged when S, the
sum of the weighted squares of differences, is
less than SRSUM.

An allernative convergence criterion. When
RLX > 0.25 and |S — AFS| < AFS+xPCNT,
where AFS is the anticipated final sum, then
the code also considers the optimization
complete.

The maximum height or depth of bumps added
to the poleface mnust e less than FEMAX times
the starting half gap between the pole faces.
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The first constant, LOOP, is usnally the only one that has to he changed from
its default value. A typical value for LOOP is 10.

B.9.2.2 Fitted points data.

There are three types of data entered here: 1. the number of points, 2. the
fields and weights, and 3. the coordinates of the points. The first line of data
consists of two numbers, NAIR and NIRN. NAIR is the number of “mu-infinite”
fitted points; NIRN is the number of “mu-finite” fitted points. From tliese numbers
the cocde calculates the number NFIT = NAIR + NIRN. The inteution of having
two types of data points is to allow one to optimize a given magnet simultaneously
for both low field and high ficld operation. This is useful for instance in the design
of dipole and quadrupole magnets for synchrotrons. At low fields, the permeability
of the iron is essentially constant and nearly infinite. At high fields, the eflect of
the variability of the permeabilily is important. The importance of this type of
optimization is illustrated in reference B.14.2.

Table B.9.2.1I suminarizes the second type of data, which defines the field and
its weights.

Table B.9.2.II. Data defining the ficld at fitted points.

Variable Definition

FFIT(I)  The desired value of the selected field quantity at point I. ITFIT selects
the field quantity.

WFIT(I) The weight factor at point I. This number depends on the type of points.
If some points are fields and others are field gradients, then the weights
nmust compensate for the difference in physical units as well as the intrin-
sic relative importance of the points. If WFIT <« 0, the code treats the
point as having a hard restraiut. The code must fit this point exactly.

ITFIT(I) This integer selects the type of quantity that can be fixed as follows:
ITFIT =1, fit B, in gauss at point L.

fit B, for cylindrical problems.
= 2, fit B, in gauss at point [.
fit B, for cylindrical problems.
=3, fit dB,/dz (gauss/cm) at point L.
fit dB,/dr cylindrical problems.
=4, fit K = (1/By)dB,/dz (1/cm).
fit n = (r/B.)dB,/dr for cylindrical problems.
=5, fit B,/DB, at point L.
fit B./DB, at point I. Where B, is field at the center
of the gap.
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Table B.9.2.IL (continued) Data defining the fleld at ﬂt&.ed points,

Variable Deflnition

—1 fit the n = 1 (dipole) harmonic coeff.
—2 fit the n = 2 (quad. ) harmonic coeff.
—3 fit the n = 3 (sext. ) harmonic coeff.
—4 fit the n = 4 (octu. ) harmonic coeff.
-5 fit the n = 5 (decu. ) harmonic coeff.
c.

i

it H

1)
H-%

The numbers FFIT, WFIT, and I'TFIT are repeated in sequence until NFIT sets

have been entered.

The third type of data is the roordinates of the fitted points, which are given
by the variables XIIT(I) and YFIT(l). If the points fall on a line paralle] to the
horizontal axis, then one need not enter all the coordinates. Successive values of
XFIT will be incremented by the distance between the first two values of XFIT and
the first value of YFIT will he used for all points.

When entering data for a mixture of mu-infinite and mu-finite points, tlie NAIR
mu-infinite points are entered first and in a block, I =1 to NAIR.

B.9.2.3 Fitting parameters.

There are two tasks that mnust be petformed to define the parameters to he nsed
in the optimization. These are the {ollowing. Firstly, if the shape of a poleface
or a houndary of a coil is to be changed, one must define the original poleface or
current boundary. Secondly, one must define number and type of parameters being
used, that is, total current, currents in specific regions, current filaments, or bumps
on polefaces. Auxiliary information, like the location of the current region or the
apex of the bump, along with limits on the size of current changes or bumyp heights,
must be defined to keep the optimization process from going astray. The following
paragraphs will describe the input parameters and options available for each of these
two tasks.

Definition of interface or boundary to be optimized. The interface or
boundary is described by giving the logical (K, L) coordinates of all points on the
interface or boundary that are going to be aflected by the parameters, For example,
consider putting a bump on the edge of the poleface for a dipole magnet. If the
poleface is 20 cm wide and you want the humnp somewhere on the outer 5 cm of
the poleface, than you must give the logical coordinates of the points on the outer
5 cm of the poleface. Another exanmiple is the location of a current region. Suppose
that you want to move the coil up or down. The upper and lower boundaries of

e S D SIS S S e A
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the coil must be specified along with a few points on the sides of the coils that
might be effected by the movement. If you want to change the total current or the
current density in a given region, then one does not have to specify an interface
or a houndary. The same is true of changing the current in a current filament or
the value of the electrostatic potential on a given surface in the case when one has
specified that the potential on the surface be lield constant. 'I'he program does

not allow one to change the location of current filaments or surfaces of constant
potential.

Two lines of input are required. The first requires one nnmber, NPOLE, which
is the number of points on the optimization houndary. If NPOLE is zero, the second
line is not needed. The second line is the list of logical coordinates from [ = 1 to
NPOLE. The format is KPOLE(1), KPOLE(2),..., KPOLE(NI’OLE), LPOLE(1),
LPOLE(2),..., LPOLE(NPOLE). If the points do not lic on a vertical line, then
one can use a shortcut by entering “KPOLE(1) S” for the first array. The code
will fill the rest of the array witli the wumbers KPOLE(1)+1, KPOLE(1)+2,...,
KPOLE(1)+NPOLE—1. The boundary poiuts may now he addressed by the index
I = 1 to NPOLE instead of their logical coordinates. This will be iimportaut iu
defining the parameters.

Number, type, location, limits, and perturbation factors of the pa-
rameters. The first line of input for Lhis task is the numuber of parameters NPAR.
If NPAR is negative, the code expects to receive “soft restraint” data, which will
be discussed helow. The next NPAR lines of data contain three types of numbers
associated with the arrays JTYPE, IND, and FAR. Figure B.9.2.1 schematically
shows the relatiouship between the read statements used to fill these arrays

READ NPAR

DD J=1,NPAR

READ JTYPE(J)
DD K=1,40
READ IND(K,J)
NEXT K
DD K=1,5
READ FAR(K,J)
NEXT K

NEXT J

Fig. B.9.2.1: Schematic representation of the input to parameters JTYPL,
IND, and FAR using BASIC language loops.

The meaning of the elements in the index array IND depends on the value of
JTYPE. Basically IND has to do with the location of the bump, ciurrent region, or
current filament being considered. The array FAR defines a rotated coordinate sys-
tem, the limits on the allowed parameter variation, and the “perturbation factors”,
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which will be defined later.
Table B.9.2.111 gives the definitions of IND when JTYPE = 0, that is, when

currents are being varied. This is coraplicated because the current may be the total
current, the current density in a region, or the current in a set of current filaments.
Furtliermore, in some cases, the current in one region may be the return current for
a current in another region, hence the two currents must be equal.

Table B.9.2.1II The meanings of IND when JTYPE(J) = 0.

THE TOTAL CURRENT (XJFACT) IS THE PARAMETER
Leave the array IND unchanged by skipping over this input.

THE INDIVIDUAL REGION CURRENT IS A PARAMETER
IND(1,J) = the region nuinber entered in AUTOMESH or LATTICE
IND(2,J) = - minus the region number if it is the return current.

THE CURRENT IN SET OF FILAMENTS IS THE PARAMETER
IND(1,J} = K coordinate of the Ist filament
IND(2,J) = L coordinate of ihe 1st filament
IND(3,J) = K coordinate of the 2nd filainent
IND(4,J) = L coordinate of the 2nd filament

IND(2N—-1.J} = K coordinate of the Nth filament
IND(2N,J) = L coordinate of the Nth filament
IND(2N+1,J} = —K coordinate of the st return filament
IND(2N+2,}) = —L coordinate of the 1st return filament

IND(4N-1,J) = =K coordinate of the Nth return filament
IND(4NJ) = —L coordinate of the Nth return filament

If there are no regions or filaments with return current, then of course there are no
negative coordinates.

There are basically two types of bumps that can be put on polefaces: linear
bumps and smooth bumps. The linear bump looks like a trapezoid (or a triangle
when the left apex and right apex are the same point). The smooth bump is a
quadratic spline and has three variations, which we have called the three interval,
left side two interval, and right side two interval. See Fig. B.9.2.2. The shape of
the bump is determined by the location of the apex points and the end points.
The height of the bump is the parameter used in the optimization. The array IND
contains the apex and end point locations.

Coil boundaries can be moved by bump mechanism also. For coils only linear
bumps are allowed. To move a coil upward for example, one would use a negative
rectangular bump on the bottom and positive rectangular bump ou the top having
the same width as the coil. One could then use the “soft restraint” parameters to
make the height parameters of the two bumps nearly the same. As with polefaces,

_______——————-_—_-_—-
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the height is the parameter, and the apex and end-point information is put into the

array IND.
g Bgf £g8 5 #l3e 83 8
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Figure B.9.2.2: Definition or types of bumps.

In those POISSON sohitions where the potential on a given surface has heen
constrained to remain constant (See Sec. B.5.5), one can use MIRT to vary that
potential value to optimize the field at some other location. The potential is the
parameter and the points on the surface are stored in the array IND.

Table B.9.2.1V sumumarizes the values of JTYPE for the above types of opti-
mization, and Table B.9.2.V gives the meaning of IND for these cases.

Table B.0.2.IV Allowed Values of JTYPE(J).

JTYPE(J) Defintion
0 A current is the parameter, See Table B.9.2.111
1 Poletip linear bunip height is the parameter
2 Poletip smooth bump height is the parameter
3 C'oil linear bump height is the paraineter
4,5 (Not used at present.)
6 The constant potential is the parameter
negative When JTYPE(J) is negative, the code expects a two-digit

number. The leftmost digit of JTYPE is called ITYPE(J).

Normally ITYPE(J) is given its default value:

ITYPE=1, 7he parameter effects only the g-infinite
fitted points; this is the default when
NIRN = 0.

ITYPE=2, The parameter effects only the p-finite fitted points;
this is the default when NAIR =0.

ITYPE=3, The parameter effects both the u-infinite and
p-finite points; this is the default when both
NAIR and NIRN are nonzero.

Negative JTYPE allows the user to change ITYPE from

its default value. The rightmost digit of JTYPE sets

the parameter type as above.
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The location of apex points, end points, and points on surfaces of constant poten-
tial are specified by giving the iudex [ in the coordinate pair (KPOLE(1),LPOLE(1))
as discussed above in describing the optimization boundary.

Table B.9.2.V Interpertation of IND(K,J)
tor JTYPE(J) > 0

Type Meaning of IND(K,J)

Triangular Bump® IND(1.J) = left end point
(JTYPE = 1or3) IND(2J) = apex
IND(3,J) = right end point

Trapezoidal Bumip  IND(1,J) = left end point

(JIYPE = 1or 3) IND(2,J) = left apex
IND(3,J) = right apex
IND(4,3) = right end point

3 Interval Bump IND(1,J) = left end point

(JLTYPE = 2) IND(2,J) = left apex
IND(3,J) = right apex
IND(4,]) = right end point

2 Tuterval left IND(1,J) = left end point
side bump IND(2,7} = left end point
(JI'YPE = 2) INTX(3,J) = apex

IND(4,J) = right end point
2 Tmterval right IND(1,1) = left end point
side bump IND{2,7) = apex
(JTYPE = 2) INI)(3,J) = right end point

IND(4,]) = right end poiut

Coustant Potential Skip the input. The code knows that the indices
Surface (KPOLE, LPOLE) for the surface are to be
(JTYPE = 6) loaded into the IND array.

% Note that linear triaugular bumps may be “leftsided™ aud““riAghtside:i'" by making the apex and
one edge poinl the same. This is useful ai the edge of a poletip.

The next set of entries on the same line with JTYPE and IND go into the FAR
array. Table B.9.2.VI describes the five enteries into the FAR array.

Table B.9.2.VI Definition of the Constants in the FAR Array.

Constant Default Definition

FAR(1)=PHI(J) 0.0 The angle in degrees of rotation to the (z’,y’)
coordinate systemn for bump parameter J.
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Table B.9.2.VI (continued) Definition of the Constants in the FAR
Array.

Constant Default Definition

FAR(2)=CUMIN(J) none 'T'he minimum allowed value of the total cur-
rent, current density in a vegion, or current in a
filament when JTYPE=0; the minimum bump
hieighit (usually a negative number) at the pole-
face or coil boundary when JTYPE =1, 2, or 3;
or the miiuimum allowed potential when JTYPE
= 6.

FAR(3)=CUMAX(J) none The maximum allowed value’of the total cur-
rent, current deusity in a region, or current in a
filament when J1YPE=0; the maxinmm bunp
Lieight (usually a positive number) at poleface
or coil boundary when the JTYPE =1, 2, or 3;
or the maximum allowed potential when
JTYPE = 6.

FAR(4)=FUAIR(J) .002  Tle mu-infinite perturbation factor for para-
meter J. If FUAIR < 0, then FUAIR is a
perturbation amplitude; if FUAIR > 0, then
the perturbation amplitude is FUAIR times the
half gap at the bump apexes.

FAR(5)=FUIRN(J) .002 The mu-finite perturbation factor for parameter
J. (Comments under FUAIR(J) above are true
for FUIRN(J) also.)

Initially bumps were viewed as iron added or subtracted to the poleface of a
dipole magnet. In this case the apex stands vertically on a horizontal surface.
When a bump is to be put on a surface that is not horizontal, it is necessary to
rotate the coordinate system of the surface so that the bunip is vertical in the new
(z',y') system. To put bumps on non-horizontal surfaces, one should specify the
rotation angle PHI(J) that carries the standard coordinate system (z,y) iuto the
new rotated system.

The casual user will not want to change the perturbation factors FAR(4) and
FAR(5) without acquiring an understanding of the least-squares procedure used
to optiniize the parameters. The perturbation factors are used in tlie calculation
of the coefficient matrix, which is a derivative of the fitted points with respect
to the parameters. These derivatives are calculated numerically by making small
perturbations of the parameters and calculating the change of the fitted points. The
perturbation factors determine the size of the perturbations used to calculate the
derivatives. For more information see Sec. B.13.6, on numerical methods.
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B.9.2.4 Input for soft restraints.

When not using soft restraints, just put an “S” on this line and proceed to the
next data group. The program is currently set up for up to 10 soft restraints. Tliree
tvpes of numbers are required: 1. the index of the parameters to be restrained, 2.
the desired values of the paramelers, and 3. the weight factors used in the soft
restraint. In Eq. (B.9.1.1.1), these are like the symbols “”, “p.”, and “v;.” The
meaunings are not exactly the same because the summation is sequential from 1 to
[ in Eq. B.9.1.1.1, but the soft parameter indices need nol he sequential. Table
B.9.2.VI1I suminarizes the required input.

Table B.9.2.VII Summary of Input for Soft Restraints

Array ‘ Meaning

JSOFT(I) The array index J of the parameter to be restrained
SOFIT(I) The desired value of the restrained parameter

WOFIT(I) The weight factor for the restrained parameter

The code expects to read in 10 values of JSOFT, followed by 10 values of SOFIT,
and followed by 10 values of WOTIT in the free format described in See. B.3.1.

B.9.2.5 Input for regeneration of the lattice.

After introducing buimnps on polefaces or coils, it is necessary to regenerate the
lattice so that the sides of the triangular mesl conform as closely as possible to the
physical houndaries of the material. One must specify the number, type, and logical
limits of the regions to be regenerated. The first line contains NGEN, the number
of regeneration regions. Tle regeneration regions must enclose all mesh points that
will be moved by “bump” parameters. The regeneration regions must not enclose
any mesh points in coil regions, unless a bump is being put on a coil. This first line
is followed by “NGEN” lines containing six numbers. Table B.9.2.VILI describes
the numbers required.

B.9.2.6 Input data for the coefficient matrix.

This data set is optional. It allows the user to use the coefficient matrix from a
previous run if it has been saved. See parameter PCON(2) in Table B.9.2.1 above.
If PCON(2) = 2, the coeflicient matrix is read in automatically at this point in the
input stream. o
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Table B.9.2.VIII Input to the Regeneration Array NAR
for each value of M = 1,..., NGEN

Va:‘iaﬁle Default Definition

NAR(1)=MINK(M) none The regeneration region is a rectangle for
which MINK is the miniinum value of the
logical coordinate K.

NAR(2)=MAXK(M) none Maximum value of the logical coordinate K for
the regeneration region.

NAR(3)=MINL(M) none Mininmum value of the logical coordinate L for
the regeneration region.

NAR(4)=MAXL(M) none  Maximum value of the logical coordinate L for
the regeneration region

NAR(5)=ITRI(M) 0 The type of triangles to use in the regenerated
region.

I'TR1 = 0, equal weight triangles
I'TRI = 1, isosceles triangles
ITRI = 2, right triangles

NAR(6)=MTYPE(M) ITYPE =1, g-infinite only regeneration region.
= 2, p-finite only regeneration region.
= 3, -infinite and y-finite regeneration
region.
The default is the same as ITYPE in Table
B.9.IV above.

B.9.2.7 Input data for POISSON.

Since POISSON is used to generate the fitted points, the user must supply the
required input for POISSON as defined in Chap. B.5 above. A minimum of three
lines is required. The first two data lines have exactly the same meaning as in a
normal POISSON run, naely, the “dump” number and any desired changes in the
defanlt CON values. The third data line terminates the MIRT run (“dump” = —1).
If this third line contains the dump number of the just obtained solution, tlien one
can follow with a fourth line containing some changed CON values. This will cause
MIRT to run again with these new CON’s. [n any case, the final data line must set
the dump number to —1 to terminate the run.
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B.9.3 Output from MIRT.

MIRT directs output to both the terminal and to an output file called OUTMIR.
The terminal output is described in the example given in Sec. B.12.4. It is an
abbreviated version of the information given in OUTMIR, which will be described
here. The output can be broken into four parts: a summary of the input, an initial
POISSON run with analysis by MIRT, the main MIRT iteration cycle starting with
a calculation of the coeflicient matrix and ending with the convergence test, and
finally a POISSON run giving the final optimized solution for the field. Each of
these parts will be described below and illustrated with output from a simple H-
shaped dipole magnet problemn having two parameters, the total current and one
smooth buimnp.

B.9.3.1 Summary of the input data.

This part begins with a list of CON’S, whicli are divided into input or default
values and solution values. The later group contains parameters which can be
changed by the code, although there are some wlich do not change. The distinction
is not clear cut. The permeability data from TAPE35 is printed next. This is
followed by a printout of the input data to MIRT, namely, the PCON array, the list
of points to be fitted, the fitting parameters, the regeneration region data, and the
oplimization boundary data. Figure B.9.3.1 shows an example of the output. Nole
that the current version of the code lists a parameter called PCON(12) = SOIFAC'T,
which has no value. This should be ignored. It will be deleted or given a value in
future versions of the program.

problem constants for optimization

(1) loop =5. max. no. of optimization cycles

(2) matrix =0

(3) ipunch = 0

(4) mprint = 2

(6) muse = 1. no. of solutions with each coeff. matrix

(6) rix = 0.5000000. starting relaxation factor

(7) rlxs = 0.0078125. minimum relaxation factor

(8) testl = 0.1000000. relaxation factor test

(9) srsum = 0.100e-19. min. sum (wt. sqr. of delta quantities 0(10) pcnt = 0.1000000
(11) femax = 0.500. factor for parameter limits

(12) sofact=
no. of fitted points = 11

specified values of by,mu=inf. at y = 0.000 weight factors kfit 1fit
by,mu=inf. ( 1) = 1.6000e+04 at x = 0.000 1.0000e+00 1 1
by,mu=inf . ( 2) = 1.6000e+04 at x = 0.500 1.0000e+00 2 1
by,mu=inf.( 3) = 1.6000e+04 at x = 1.000 1.0000e+00 3 1
by,mu=inf.( 4) = 1.6000e+04 at x = 1.500 1.0000e+00 5 1
by,mu=inf.( 5) = 1.6000e+04 at x = 2.000 1.0000e+00 6 1
by,mu=inf.( 6) = 1.6000e+04 at x = 2.500 1.0000e+00 7 1
by,mu=inf.( 7) = 1.6000e+04 at x = 0.000 1.0000e+00 1 4
by,mu=inf.( 8) = 1.6000e+04 at x = 0.500 1.0000e+00 3 4
by,mu=inf.( 9) =1 x = 1.000 1.0000e+00 4 4

.6000e+04 at
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specified values of by.mu=inf. at y = 0.000 weight factors kfit 1fit
by,mu=inf.( 10) = 1.6000e+04 at x = 1.500 1.0000e+00 b 4
by,mu=inf.( 11) = 1.6000e+04 at x = 2.000 1.0000e+00 6 4

Figure B.9.3.1: Printoul from OUTMIR of input data to MIRT for an Il-shaped
magnet containing infinitely permeable iron.

The fitted points are divided into sets with fixed values of Y. The fitting parameters
are described by “type”, that is, TYPE = 0 means a current, TYPE = 1,2, or 3
is a bump, and TYPE = 6 is a constant potential. An example is shown in Fig.
B.9.3.2 for two paramnieters.

no. of parameters = 2
1. type O current (xjfact = 1.00000) - mu=infinit

mu=i prt £. = 2.,000e-03
mu=f prt £f. = 0.000e+00 min. change = -5.000e-01
cum. change = 0.000e+00 max. change = 5.000e-01
2. type 2 iron bump - smooth - y direct. phi = 0.00 - mu=infinit
left n= 1 k= 9 1=7zx=3.4000 y = 2.0000
left apex n = 2 k=10 1 =7 x = 3.8250 y = 2.0000
right apex n= 5 k=13 1 =7 x =5.1000 y = 2.0000
right n= 6 k=14 1 =8 x = 5.5000 y = 2.4000
mu=i prt £f. = 2.000e-03
mu=f prt £f. = 0.000e+00
min. change = -1.000e+00
cum. change = 0.000e+00 max. change = 1.000e+00

Figure B.9.3.2: Printout from OUTMIR of parameter data entered into MIRT
for an H-shaped magnet.

The core of the magnet is taken to be infinitely permmeable iron. The phrase
at the left (mu=i prt £f.=2.000-e3) refers to FAR(4) = FUAIR = .002 as defined
in Table B.9.2.V] above. The plirases “min change” and “max change” refer to
FAR(2) and FAR(3). The phrase “cum. change” is an empty format at this point
but will have meaning when the parameters are changed during the iteration cycles
of MIRT. Under the heading of bump parameter, the phrase “phi = 0” means that
the bump is on a horizontal surface, hence PHI=FAR(1) indicates that no rotated
coordinate systeni is needed.

The next output sununarizes the regeneration region data and the location of
the original optimization boundaries, as sliown for example in Fig. B.9.3.3 In this
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example, the notation “2+” schematically shows the endpoints and apex points of
the buinp defined by parameter 2. 1f there had been more than one bump, then
there would be a sel of “3%"’s, “4%"’s, elc. One set for each bump. Note also that
NPOLE = 6 for this example.

If the user had requested (PCON(2)=2) the use of a previously saved coeflicient
malirix or had entered soft restraint clata, this input data would appear in OUTMIR
after the regeneration data. This ends the sumnmary of the input data.

B.9.3.2 Initial POISSON run with MIRT analysis.

MIRT calls POISSON for an evaluation of the least squares sunimation, which
is to be minimized. The next entry in OUTMIR is a summary of the POISSON
interation history as shown in Fig. B.9.3.4. The format may be a little confusing
because it is folded in on itself to save space. Table B.9.3.1 gives the meanings of
the numbers listed.

no. of regeneratiocn regions

=1
1. mink = 8 maxk = 15 minl =

3 maxl = 9 itri =0 mgen = 1

optimization
boundary... nn k 1 x y
2% i 9 7 3.4000 2.0000
2% 2 10 7 3.8260 2.0000
3 11 7 4.2500 2.0000
4 12 7 4.6760 2.0000
2% 5§ 13 7 5.1000 2,0000
*2 6 14 8 5.5000 2.4000

Figure B.9.3.3: Printout from OUTMIR showing the regeneration region and opti-
mization boundary data.

elapsed time = 0.2 =mec.

cycle amin amax residual-air eta-air rhoair xjfact
gnax regidual-iron eta-iron rhofe
0 0.0000e+00 0.0000e+00 1.0000e+00 1.0000 1.9580 1.0000
4.00000-03 1.0000e+00 41,0000 1.0000
330 -1.1933e+06 0.0000e+00 4.58iB8e-07 0.9336 1.9580 1.0000
4,71330e-02 2.3388e-02 0.9261 1.0000

poisson converged in 330 iterations
elapsaed time = 1.7 sec.
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Figure B.9.3.4: Printout from OUTMIR of the iteration history as POISSON
solves Poisson’s equation for the veclor potential.

Table B.9.3.1. Defintions of the Parameters from POISSON.

Variable Definition
AMIN Minimum value of the vector (scaler) potential over the mesh.
AMAX Maxinmm value of the vector (scaler) potential over the mesh.

Residual-air CON(88), a parameter nsed to test the convergence of
PQISSON. If this parameter is less than 5.0e-07, the solution
has converged for the air and interface points.

Eta-air CON(106), a measure of the rate of convergence of the
solution during the current cycle. 1t is used to calculate
Rhoair = CON(75).
Rhoair CON(75), the overrelaxation factor for air and interface
: points. This parameter is automatically oplimized during the
interation if the intitial value of Rlioair is set equal to the

value of CON(74)=RIIOPTI.

XJFACT CON(66), the factor by which all current and current densi-
ties (but not current filaments) will be scaled. XJFACT = 0
indicates the use of a scalar potential for electrostatic
problems. '

Gmax The maximum value of gainma, the inverse of the relative
permeability over the mesh.

Residual-iron CON(89), residual of iron points; used in testing convergence
of the POISSON sohution.

Eta-iron CON(107), the rate of convergence of the solution at iron
points during the current cycle.

Rhofe CON(77), the overrelaxation factor for iron points in prob-
lems witl: finite but variable permeability.

This is followed by a table of fields and their derivatives at meslh points. It will
be recalled that these fields are obtained by a least squares fitting process. The last
column of the table is “afit”. The ratio of “afit” to “a” is a measure of the goodness
of fit by the edit polynoials used to approximate the field.

The next output gives a graph and table summary of the deviations of tlie
specified (given in the input) and the achieved (calculated from POISSON) values
of the fitted points. An example is given in Fig. B.9.3.5. The last line of this output
is the sun of the weighted squares that is to be minimized.
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percent -5,493e+00 -7.105e-13
1.51212e+04 1.80000e+04
by.mu=inf. at y-0.000 idiiiiididddddiddididididddddadiiidadiiddiiddadsddddiddiddig

0,000 x . 0

0.500 x . o

1.000 x . (¢}

1.500 x * [o]

2.000 x . 0

2.600 x* [o]

by .mu=inf. at y=1.000 iffiddddiidaddddadddsddddidddddddddiidadddiaddddddddddsidig

0.000 x . 0

0.500 x . 4]

1.000 x . o

1.500 x - o]

2.000 x * o]
iidddiddiddddididdddddddidddidddddddddaddidsaddddddididiaiig
1.51212e+04 1.650000e+04

percent -5,483e+00 -7.1050~-13

« represents the achieved value
O represents the apecified value
+ represents both the achieved value and the specified value if they lie together

delta by,mu=inf. at y = 0.000 - by,mzint. percent deviation
delta by ,mu=inf.( 1) = 7.943e+02 at x = 0.000 15205.72115 -4,964
delta by,nu=inf.( 2) = 7,980e+02 at x = 0.500 15203.99429 -4.975
delta by,mu=inf.( 3) = 8.017e+02 at x = 1.000 15198.25744 -5.011
delta by,mu=inf.( 4) = 8.1386e+02 et x = 1.500 15186.39542 -5.085
delta by,mu=inf.( §5) = 8.361e+02 at x = 2.000 15163 .88685 -5.226
delta by,m=inf.( 8) = 8.788e+02 at x = 2.ECO0 15121.17478 -5.493

delta by, muzinf. at y = 1.000 by ,yu=inf. percent deviation
delta by,nmu=inf.( 7) = 7.884e402 at x = 0.000 15211.6443%4 -4.927
delta by,nu=inf.( 8) = 7.891e+02 at x = 0.500 15210.91492 -4.932
delta by, m=inf.( 9) = 7.914e+02 at x = 1.000 15208 .58767 -4.3946
delta by,mu=inf.(10) = 7.9586+02 at x = 1,500 15204 .16890 ~4,974
delta by,mu=inf.({1) = 8.031e402 at x = 2,000 15196.88214 -5.020

sum no. O (ut.aqr.of delta quantities) = 7.190e+08

Figure B.9.3.5: Printout from OUTMIR of the specified and achieved values of the
points to be fitled.

B.9.3.3 The MIRT iteration cycle.

MIRT now begins its first iteration cycle by calculating the coefficient matrix
using thie perturbation factors, (“Perturh. a.” for mu-infinite specified points and
“Perturh. {” for mu-finite points.) There is a POISSON run for each parameter.
Fig. B.9.3.6 shows the output for the example we have heen carrying along,

elapsed time = 2.0 sec.
calculating coefficient matrix

1. type O current (xjfact = 1.00200) - mm=infinit perturb. a. = 2.000e-03
perturb. f. = 2.000e-03
poisson converged in 160 iterations

2, type 2 iron bump - smoeth -y direct. phi = 0,00 - mu=infinit perturb. a. = 4.000e-03
left n= 1k =9 1= 7 x=3.4000 y= 2,0000 perturb. f. = 2.000e-03
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left apex n = 2k =10 1 =7 x = 3.8260 y= 11,9984
vight apex n = 65k =13 1 =7 x = 5,1000 y= 1.9986
right n= 6k=14 1 =8 x =5.5000 y= 2.4000

poisson converged in 130 iterations
elapsed time = 3.5 sec.
coefficient matrix no. 1

1 2
1 1.039e404 -5,309e+02
2 1.039e404 -5.085e+02
3 1.037e+04 -4.,871e+02
4 1.0340e+04 -3.9466+02
3 1.0280+04 -2.1426+02
6 1.019e+04 1.4320+02
7 1.042e+04 -5.432e+02
8 1.042¢+04 -5.467e+02
9 1.0410404 -5.495e+02
10 1.038e+04 -5.497e+02
11 1.034e+04 -65.345e+02

Figure B.9.3.6: Printout from OUTMIR of the calculation for the coefficient imatrix
in the case of two parameters and 11 fitled points.

MIRT now uses the coeflicient matrix to calculate changes in the parameters.
The new paramelers are displayed in the standard format used to display parameters
as illustrated in Fig. B.9.3.7, which also shiows the iteration history of a POISSON
run using these parameters. MIRT then displays the new shape of tlie optimization
boundary and the difference hetween the specified and achieved values of the fitted
points. In addition MIRT also displays the new least squares summation and other
terins needed to calculate a new relaxation factor. The anticipated final sum is
compared with the actual sum to determine if convergence has occurred. In the
example being used, convergence did not occur after the first iteration and hence
MIRT starts a new iteration cycle starting with a recalculation of the coefficient
matrix and ending with a convergence test.

The example we are following couverged after three iterations. The important
suminations at the end of the third cycle are shown in Fig. B.9.3.8. Note that the
anticipated least squares sum is very close to “swun no. (3).”
optimized solution no. 1, relaxation factor = 0.500000

1. type O current (xjfact = 1.04213) - mu=infinit

solution a. = 4.213e-02 min. change = -5.000e-01
cum. change = 4.2136-02 max. change = 5.000e-01

2. type 2 iron bump - smooth -~y direct. phi = 0.00 - mu=infinit perturb. a. = 4.000e-03
loft n= 1k=29 1=7 x=3,4000 y= 2.0000 perturb. f. = 2,000e-03
left apex n = 2k =10 1 =7 x = 3.8260 y= 1.96S6
right apex n = 5k =13 1 =7 x = 5.1000 y= 1.8709
right n= 6k=xri4 1 =8 x=5.6000 y= 2.4000

solutior a. = 7.575e-02



20 PART B CHAPTER 9 SECTION 3 December 11, 1986

min. change = —1.000e+00
cum. changs = 7.675e-02 max. change = 1.000e+00

elapsed time = 3.6 sec.
cycle amin amax residual-air eta-air rhoair xjfact
gmax residual-iron eta-iron rhofe
0  =1.2435e+06 0.0000e+00 4,58180-07 0.9338 1.9580 1.0421
4.7133e-02 2.3388e-07 0.9261 1.0000
230 -1.2303e+05 0.00006+00 3.2147e—07 0.9082 1.9680 1.0421
5.5221e-02 1.1848e-07Y 0.8775 1.0000

poisson converged in 230 iterations
elapsed time= 4.7 nec.

Figure B.9.3.7: Printoutl from OUTMIR showing e new parameters and the results
of a POISSON run using these new parameters.

optimization converged

(wt.sqr. of delta quantities)

sum no. 0 = 7.190e+06
sum no. 1 = 1.951e+06
sum no. 2 = 4.331e+03
sum no. 3 = 3:B819e+02

anticipated final sum (wt.sqr.of delta quantities) = 3.786e+02
dump number 1 has been written on tape35.

Fig. B.9.3.8: Printout from OUTMIR of the least square sum and related quantities
for the final iteration of our example.

B.9.3.4 Final POISSON run.

After convergence, MIRT calls POISSON for a final run and writes the full table
of field quantities at mesh points. The first part of this final run is illusirated in
Fig. B.9.3.9
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a(vector)

.000000e+00
.868502e+03
.371646e+04
.067361e+04
.742068e+04
.428660e+04
. $14275e+04
.800163e+04
.4856603e+04
.1680581e+04
.000000e+00
.007282e+03
.080700e+04
.723347e+04
.403050e+04
.086423e+04
.7609382e+04
.464824e+04
-5,
-5,

142044e+04
830808e+04
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X

.00000
.428567
.85714
.28571
.71429
.14286
.57143
.00000
42857
.86714
.00000
.25802
.65855
.07693
.50179
.82837
.36662
. 78426
.21349
.84407
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COCO0OO0COOCO0OOCOCO0OO00O0O0COO0OOCOO0CO0COo

y bx(gauss) by(gauss) bt(gauss) dby/ dx(gauss/cm) dby/dx(gauss/cm)

.00000 O
.00000 O
00000 O
00000 O
.00000 O
00000 O
00000 O
00000 0
00000 O
00000 O
.33333 o0
.33334 -0.
33336 -~1.
.33336 -1.
.33338 -1
.33342 0.
.33349 3.
.33362 3.
.33385 -16.
.33426 -83.

.000
.000
.000
.000
.000
.000
.000
.000
.000
.000
.000

643
614
068

.483

636
B804
804
0o
877

16003.
16002.
18000.
.621
.023

16008
165997

15998,
16002.
16003.
16974.
15850.
16003.
16003.
16002.
159099,
16907
.984

15905

15998.
16006.
.027

16011

15971.

307
729
931

002
369
567
202
199
815
568
180
772
163

823
805

119

16003,
16002,
16000.
15908,
.023
.002
16002.
16003.
.202

15697
15908

16974

16850.
16003.
16003.
16002.
15699.
15087.
.984

16986

16908.
16006.
.034

16011

16971,

397
729
931
621

368
b57

199
816
568
180
772
1563

824
806

340

N =~ ANNNNOOOOOOO0OO0 OO0

.0000e+00
.0000e +00
.0000e+00
.0000e+00
.0000e+00
. 0000e+00
.0000e+00
.0000e+00
.0000e +00
.0000e+00
.6512e+00
.4463e+00
.8231e+00
.1506e+01
.7332e+400
.7020e+00
.1140e+00
.2637e+01
.6834e+01
.4620e+02

.0000e+00
.0620e+00
.1825e+00
.2249e+00
.55468e+00
.4812e+00
.1787e+01
.5322e+01
.4431e+02
.711b6e+02
.0000e+00
.0116e+00
.8086e+00
.4769e+00
.3818e+00
.7012e-01
. 3066e+01
.2165e+01
.6287e+01
.0012e+02

Figure B.9.3.9: Printout from OUTMIR of a p.art of the final POISSON run after convergence has been achieved.
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afit

.5e-04
.1e-04
.7e-03
.7e-03
.0e-03
.Be-02
.4e-03
.Te-02
.2e-01



Chapter B.10

Diagnostic and Error Messages

B.10.1 Messages from AUTOMESH

Diagnostic and Error messages printed from AUTOMESH can be broken into

thiree categories: 1.those starting with the word “ERROR”, 2. those starting with
the word “TROUBLE”, and 3. two additional messages. In the sections below, we
list the messages, briefly define the problem and give a possible solution.

The following five conventions make the explanations simpler to write.

1,

CHANGE THE MESH SIZE — usually the mesh is too coarse; user should rerun
the problem with a finer mesh; sometimes a slight mesh size change will suffice.

(X1,Y1)/(R1, THETA1) — the Cartesian/polar coordinates of the previous
point (from).

(X2,Y2)/(R2, THETA2) — the Cartesian/polar coordinates of the present
poiat (to).

R --- (printed as the value of a variable) means that this variable has been set
out of range and not supplied by the user.

(--) means computer prints out the value.

REGION (--)/0.K. — AUTOMESH has successfully found paths for all boun-
dary points in this, (--), region; if errors occur in one region, AUTOMESH
proceeds to the next.
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B.10.1.1 Messages containing “ERROR?”

1. "--- ERROR --- DATA FOR THIS CIRCLE FROM (X1,Y1)/(Ri, THETA1)
TO (X2,Y2)/(R2, THETA2) IS INCONSISTENT ..."
Either one or botli coordinates are not given or the two points with center
at (X0,Y0) do not lic on the same circle lo a relative accuracy of 1073,
Correct the input data for the listed coordinates. The user should check
thal the coordinates are given RELATIVE to (X0, Y 0). Message from
subroutine DATUPS.

2. "--- ERROR --- DATA FOR THIS LINE ARE INSUFFICIENT ..."“
Either one or hoth coordinates are not given. Correct the input data for
the listed coordinates. Message [rom subroutine DATUPS.

3. --- ERROR --- DATA FOR THIS HYPERBOLA FROM (X1,Y1) TO (X2,Y2) IS
INCONSISTENT ..."
Either one or both coordinates are not given, R is notl given, or the two

points do notl lie on the same hyperbolic bhranch to a relative accuracy
of 1073, Message from subroutine DATUPS.

4, "--- ERROR --- X/Y IS OUT XMIN, XHAk/YHIN, YMAX LIMITS ..."
The X or Y point printed is less or grealer Lthan the given minimum or

maximum value for X/Y in the first REG put [ine. Correct input.
Message from DATUPS.

5. "--- ERROR --- (KMAX + 2) = (LMAX + 2) = (--) IS GREATER THAN

PROGRAM DIMENSIONS OF (--) ..."
The total number of mesh points have exceeded the maximnm value
dimensioned. Cut mesh size or increase paramneter MXDIM and recom-

pile as directed by the complele diagnostic message. (Note: Versions
of the code received {from us before June 1986 have a different diagnos-
tic message and do not give directions for clianging MXDIM.)
Message from subroutine SETXY.

6. "--- ERROR --- TROUBLE IN FINDING THE PATH OF A POINT ..."
AUTOMESH encountered trouble in both “forward” and or “backward”
pass in subroutine LOGIC. To correct, decrease mesh size near the
point and try again. Message from main program.
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B.10.1.2 Messages containing “TROUBLE”

1. "--- TROUBLE --- DIMENSIONS FOR THE NSEG ARRAYS, EXCEEDED NSG OF
(== ..."
AUTOMEST has exceeded tlie maxitnum number of houndary segments
dimensioned in the program. Increase parameter NSG and reconipile
as directed. Message {roiu subroutine FISIIEG. (Note: Versions of the
program received before June 1986 have no directions for increasing
NSEG. The user can ouly decrease the uumber of segments in the input.)

2., "--- TROUBLE --- NPOINT = (--), EXCEEDS DIMENSION OF (--)"
The number of PO entries for this region has exceeded the maximum
number dimeunsioned. To correct, decrease the mmnber of points or -
crease parameter NPTX and recompile as directed. (Note: Versions of
the prograi received before June 1986 have no directions for increasing
NPTX. The user can only decrease the number of points in the input.)
Message from main program or subroutine INSERT.

3. “--- TROUBLE --- THE PROGRAM FOUND THE SAME (K, L) COORDINATES
FOR THE FIRST AND LAST POINT OF THIS CURYE ..."
The program has assigned the same mesh point in either vertical or
horizontal direction for (X;, Y;) and (X5, ¥3). This usually means
mesh size is not fine enough.

3a. Message is printed from subroutine LOGIC. The last line of the mes-
sage prints the phrase “I"'ORWARD PASS” or “BACKWORD PASS.”
AUTOMESH executes subroutine LOGIC twice—first in a “forward”
search, and a second pass in a “backward” search—to find the path
of the current segment. Then the program chooses the path with the
smaller number of segments with no errors. A fatal error occurs if
BOTH directions encounter “TROUBLE.” To correct, change mesh
size.

4. "--- TROUBLE --- PROGRAM DIMENSIONS 1000 FOR THE IC(L ARRAYS ARE
INSUFFICIENT"
The program has difficulty in finding the path for this segment and
thus has exceeded the dimension allocated for storage of the path
array. See 3a. above.

6. "--- TROUBLE --- LOGICAL PATH IS TRAPPED AT K = (--), L = (--)"
The program cannot find the path for this current segment. See 3a
above.
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"—~- TROUBLE .~--"TOO MANY END POINTS FOUND FOR THE LINE"
The program has trouble adding a vertical/liorizontal line region.

6a. AUTOMESII could encounter a number of problems in subroutines
XLINER/YLINER while attenipting to add vertical/lhorizontal line
regions. To correct, CHANGE MESH SIZE or in versious of the program
received after April, 1986 set LINX/LINY = [ in the first REG entry.
(‘This latter option deletes the addition of all vertical /horizontal line
regions at horizontal /vertical imesh change locations.)

"~-- TROUBLE --- NO END POINTS FOUND FOR LINE"
The program has trouble finding a mesh point for the end point of
the added line region. See 6a. above.

"--- TROUBLE --~ ONLY ONE END POINT FOR THE LINE"
The program has irouble {inding an end point for this added line
region. See 6a. above.

il
LI}

"w-- TROUBLE --- A POINT WITH (K KREG) HAS X NOT TO XREG"

"-—~ TROUBLE --- A POINT WITH (L LREG) HAS Y NOT TO YREG"
The program has difficulty adding a vertical /horizontal line region.
Sce 6a. above.

it
]

B.10.1.3 Additional Diagnostic Messages

i.

“"DIMENSION OF 2000 FOR KR, LR ..."

The program has run into difficulty and has exceeded the maximum num-
ber of points dimensioned for a region. CHANGE MESH SIZE and try again.
Message fromn subroutine LOGSEG.

"DIMENSION OF 3000 INSUFFICIENT FOR KG, LG ..."

The program has run into difficulty and las exceeded the total number
of points diniensioned for all regions. CHANGE MESH SIZE aud try again.
Message from subroutine SAVAGE.

—ay Sms e aee Ema .y AR B Sy aEm
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B.10.2 Messages from LATTICE

LATTICE writes all of diagnostic and error messages to the output file, OUTLAT,
and some to the terminal if run is interactive. An explanation ol the common ter-
minology used in these inessages is listed helow.

1.

2.
3.
4.

k, I  The mesh point numbering for the horizontal and vertical coordi-

nates.

z, ¥y The horizontal, vertical coordinates, respectively.
k', ' The mesh point nuniberiug for the second of the two points.
(--)  Means the computer prints out the value.

B.10.2.1 Messages Containing “ERROR EXIT”

1. "--- ERROR EXIT --- TWO MESH DATA POINTS WITH A DIFFERENT K, L

2' n

HAVE THE SAME X, Y COORDINATES"

followed by values of &, [, k', I’, z, and y. This message is from the
function ANGLF. The code has found the same physical coordinates
assigned to two different logical points. Clieck input data; try reducing
mesh spacing if input looks correct.

ERROR EXIT --- IN SUB. ANGLE COST = (--) AT KO = (--) LD =
(--)"

Message from function ANGLF. The cocle has a cosine value greater
than 1.0 at the logical point (KO, LO). Check input data, try reducing
mesh spacing.

ERROR EXIT --- NWMAX EXCEEDS PROGRAM DIMENSIONS OF (--) ..."
Message from subroutine PRELIM. The storage for recalculating coup-
lings has been exceeded. This storage has dimension of 1/2 of the para-

meter MXDIM. lucrease MXDIM and recompile.

B.10.2,2 Messages Containing “INPUT DATA ERROR”
1, "--- INPUT DATA ERROR --- ILLEGAL CHARACTER",

followed by a print of the input line. Message from subroutine FREE.
The code has found a character it does not recognize in the line
printed. Correct input.

2. "——- INPUT DATA ERROR --- NO MANTISSA WITH EXPONENT",

followed by a print of the input line. Message from subroutine FREE.
The code found an exponent standing alone in the line printed. Correct
the input line.
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B.10.2.3 Messages Containing “DATA ERROR”

These messages are issued whenever LATTICE encounters any errors in read-
ing the input file. Mostly, such errors occur when a user creates his own input file
for LATTICE. If the iuput file for LAI'TICE lias been generated by a successful
AUTOMESH run, it is unlikely there would be any errors of tliis type. In any case,
the errors issued are sell-explanatory. The user need only correct the identified error
in the input file and rerun.

1. "--- DATA ERROR --- THE NO. OF BOUND DATA VALUES (K, L, X, Y) =
(--) FOR THIS REGION IS NOT A MULTIPLE OF 4"
Message {romt subroutine REREG. The code has found that the
coordinate data on the input file is incomplete. Correct the input
file (Usually TAPE 73). If generated by AUTOMES!, try chang-

ing mesh spacing.

2. "--- DATA ERROR --- THE FIRST AND LAST POINTS OF REGION HAVE
SAME K, L BUT DIFFERENT X, Y COORDINATES"
Message {roin subroutine REREG. Meshing has heen done incorrect-
ly. Correct input file. If generated by AUTOMESL, try changing
mesh spacing,.

3. "-~- DATA ERROR --- NEGATIVE OR ZERQ L"
Message from subroutine REREG. The inpnut file has an illegal value
for the logical coordinate L. Correct input file.

4. "-~- DATA ERROR --- NEGATIVE OR ZERO K"
Message from subroutine REREG. The inpui. file has an illegal value
for the logical coordinate K. Correct input file,

5. "--- DATA ERROR --- L, K AND LPRIME, KPRIME NOT ON SAME LOGICAL
LINE"
Message from subroutine REREG. Tlere is an error in the boundary
input to LATTICE. Check input file.

6. "--- DATA ERROR --- L EXCEEDS LMAX"
Message froin subroutine REREG. The code has found a boundary
point in the input file with a logical L coordinate greater than the
maximum L coordinate. Correct input.
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7. "--- DATA ERROR --- K EXCEEDS KMAX"
Message fromn subroutine REREG. The code has found a boundary
point in the input file with a logical K coordinate greater than the
maximum K coordinate. Correct input.

8. "—-—— DATA ERROR ~--- YOU HAVE EXCEEDED THE MAXIMUM NUMBER QF
REGIONS ALLOWED = (--)"
Message from subroutine REREG. Too many regions. Increase para-
meter NRGN and recompile.

9. "---~ DATA ERROR --- YQU HAVE EXCEEDED THE MAXIMUM NUMBER OF
INPUT BOUNDARY POINTS PER REGION = (--)"
Message froin subroutine REREG. Tle storage {or single regiou houn-
dary points lias been exceeded. licrease parameter NPMX and recom-
pile.

10. "--- DATA ERROR --- TWO CONSECUTIVE DATA POINTS IN THIS REGION
HAVE SAME K, L COORDINATES"
Message {from subroutine REREG. The code has found two consecutive

boundary points assigned the same logical coordinates. Correct input
data.

11. "--- DATA ERROR --- TWO CONSECUTIVE DATA POINTS IN THIS REGION
HAVE SAME X, Y COORDINATES"
Message {rom subroutine REREG. The code has found two consecutive
boundary points assigned the same physical coordinates. Correct input

data.
12, "--- DATA ERROR --- (KMAX+2)x(LMAX+2) EXCEEDS PROGRAM DIMENSIONS
DF (__)n

Message from subroutine REREG. There are too many mesh points
in the problem. Increase the parameter MXDIM and recompile.

B.10.2.4 Messages Containing “TROUBLE” and “WARN-
ING”

i. "--- TROUBLE --- DIMENSIONS FOR NO. OF SEGMENTS EXCEEDED NSG OF
(__) L
Prints to OUTLAT and terminal and immediately aborts. Message from
main program; follow instructions given in the complete error message
and recompile.
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2.

"--- WARNING ---THE MESH HAS NEGATIVE AND/OR ZERO AREA TRIANGLES"
LATTICE writes to the file OUTLAl, a message whenever it encoun-
ters a negative or zero area in subroutine IFILPO’L, followed by the
three coordinates that make up this triangle. The program processes
the triangles of all regions hefore printing above message to OUTLAT
and terminating, Message from main prograin; follow instructions or
remesh Lhe problem with a different mesh spacing.

"~-— WARNING ---THE NUMBER OF INTERIOR POINTS = C ..."
Message from subroutine SETTLE is self-explanatory in versions
released after April 1986. For previous versions, the user has someliow
set up the problem wroug. All poiuts are houndary points and lhence
the potential is determined everywhere.

B.10.2.5 Miscellaneous Messages

1.

"THE ABOVE REGION IS NOT CLOSED."

This message is output to OUTLAT from subroutine REREG and is only a

warning. User shiould check to see that tlhie same values for the {irst and last
coordinates for Lhis region are specified if a closed region with interior points

‘is desired.

"ITERATION TERMINATED---MAXIMUM NUMBER OF CYCLES."

This message is output {o OUTLAT from subroutine SETTLIS and is only
a warning. The mesh generation did not converge to the required accuracy
after 100 iteration cycles. Run is continued with present mesh. User could
try running the problem with this niesh or CHANGE MESH SIZE and rerun.

"THE LAST CORRECT POINT IS K = (--), L = (--)"

Message from subroutine REREG. This message occurs after INPUT DATA
ERROR messages numbers 3, 4, 5, 6, 7, 10, and 11. The logical coordinates
are an aid in finding the error.

"ITERATION CONVERGED"

Message from subroutine SETTLE. The mesh relaxation process was successful.
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B.10.3 Messages from POISSON
B.10.3.1 Messages Starting with “ERROR EXIT”

1.

"——~— ERROR EXIT --- (KMAX+2)(LMAX+2) 1S GREATER THAN PROGRAM
DIMENSIONS OF (---)"

Message from subroutine RDUMP. Too many points in problem.
lucrease parameter MAXDIM and recompile,

"—--~ ERROR EXIT --- NWMAX EXCEEDS PROGRAM DIMENSIONS OF (---)"
Message from subroutine RDUMP. Not enouglh storage. [ncrease para-
meter MAXID)IM and recompile.

"--- ERROR EXIT --- THE MESH HAS NEGATIVE AND/OR ZERO AREA
TRIANGLES"
Message {rom subroutine RDUMDP. The mesh lLas a region where {le
triangles have collapsed or where logical lines liave crossed. Remesh with
a different mesh spacing.

"--- ERROR EXIT --- MATERIAL CODE .GT.S5"
Message {rom subroutine TABLE. The user has input CON(18)

= NPERM negative and has read in a material code greater than 5.
See instructions for use of NPERM = CON(18).

B.10.3.2 Messages Ending with “ERROR EXIT”

1.

"NAME OF MATERIAL IS LESS THAN OR EQUAL TO i, OR IS GREATER THAN 11"
"---ERROR EXIT---"

Message fromn subroutine TABIN. POISSON can handle up to 11 different
materials. The lirst is reserved for air or current carrying coils. This message
means that the user has input an illegal material nunmber during the input of
magnetic region data. Correct input.

"THE NUMBER OF INPUT TABLES IS GREATER THAN FOUR" '"---ERROR EXIT---"
Message from subroutine TABIN. Tlie user has tried to input too many mag-
netic property tables. Only 4 tables can be input (1 internal and 3 external).
Correct input. 4

"GAMMA = H/B, AND B = 0.0" "---ERROR EXIT---"

Message [rom subroutine TABIN. The user is trying to input a MTYPE = 3

(H vs B) magnetic material table and has entered a value of B = 0. Since this
would result in a divide by zero when convertiug to 4 vs. B the run is stopped.

"YOU HAVE EXCEEDED THE MAXIMUM DIMENSIONS ALLOWED FOR THE GAMMA
VS B TABLES" "---ERROR EXIT---"

Message from subroutine TABIN. The number of data lines in a table of
magnetic material properties (GAMMA vs B, MU vs B, or H vs B) is greater
than 50. Edit the input table.
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B.10.3.3 Messages with “DATA ERROR”

1. "--- DATA ERROR --- ITYPE IS NEGATIVE OR ZERO"
Message {rom subroutine POWERS. CON(46) = ITYPE is negative
or zero which is illegal. Consult information on CON(46).

B.10.3.4 Messages with “INPUT DATA ERROR”

1, "--- INPUT DATA ERROR --- ILLEGAL CHARACTER",
followed by a print of the input line. Message from subrontine FREE,
The code has found a character il does not recognize i Lhe line
printed. Correct line.

2, "--- INPUT DATA ERROR --- NO MANTISSA",
followed by a print of the iuput line. Message from subroutine FREE.
Tle code has found an exponent standing alone in the line printed.
Correct input.

B.10.4 Messages from PANDIRA

B.10.4.1 Messages Starting with “ERROR EXIT”

1. "--- ERROR EXIT --- NOTE = CON(81) = 1"
Message from main program. CON(81)=NOTE sets the point. re-
laxation order and must be 0 for PANDIRA runs. Rerun LATTICE
with CON(81) = 0.

2. "--- ERROR EXIT --- (KMAX+2)(LMAX+2) IS GREATER THAN PROGRAM
DIMENSIONS OF (--")
Message from subroutine PRDUMP. Too many points in the problem.
Increase parameter MAXDIM and reconpile.

3. "--- ERROR EXIT --- NWMAX EXCEEDS PROGRAM DIMENSIONS OF (--)"
Message from subroutine PRDUMP. Not enough storage. Increase
parameter MAXDIM and recompile.

4. "--- ERROR EXIT --- THE MESH HAS NEGATIVE AND/OR ZERO AREA
TRIANGLES"
Message from subroutine PRDUMP. The mesh has a region where
the triangles have collapsed or where logical lines have crossed.
Remesh with a different mesh spacing.

5. "--- ERROR EXIT --- NO. INTERFACE CURRENT POINTS .GT. DIMENSIONED

ARRAY OF (--) ..."
Message from subroutine RIIANDS. The stovage in COMMON/SINS/
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9.

is too small. Tiucrease parameter value INMX in PANDIRA ounly
and recompile.

"--- ERROR EXIT --- SUM OF INTER. & IRON A’S IS ZERO."
Message from subroutine RHANIDS. The code is calculating RESIDI
= CON(89) and has found that, for tlie present iteration, the sun of
the solution values at the iron and interface points is zero. This will
result in a divide by zero so thie run is stopped. Try cutting mesh size;
check that the iron region is closed; or try running POISSON if appli-
cable.

--- ERROR EXIT --- NAMAX EXCEEDS PROGRAM DIMENSIONS OF (--)"
Message from subroutine SWIND. Storage exceeded. Increase para-
meter MAXDIM and recompile.

"--- ERROR EXIT --- NROW = MINO(KMAX, LMAX) = (--) EXCEEDS
MATRIX DIMENSIONS OF (--)"
Message from subroutine 'I'RIBES. The storage needed for the matrix
inversions is greater thau allowed. Change the larger dimension in
COMMON/012/. Change the value of IMX in the DATA statement
in subroutine TRIBES to new value. Change the appropriate dimen-
sion in the DIMENSION statements in subroutines MATINV and
MATINP. In subroutine DINO, change the value of variable NDD
(statement with label 10). Then recompile POILIB and PANDIRA.

"~--ERROR EXIT--- MATERIAL CODE .GT. 5"
Message from subroutine PTABLE. The user has input CON(18) =
NPERM uegative and has read in a material code greater thau 5. See
instructions for use of NPERM = CON(18).

B.10.4.2 Messages Ending with “ERROR EXIT”

1.

"NAME OF MATERIAL IS LESS THAN OR EQUAL TO 1, OR IS GREATER THAN
11" “--~ERROR EXIT---*

Message from subrountine TABIN. PANDIRA can handle up to 11 different
materials. The first is reserved for air and current carrying coils. This mes-

sage means that the user has input an illegal imaterial number during the input
of inagnetic region data. Correct input.

"THE NUMBER OF INPUT TABLES IS GREATER THAN 4" '"---ERROR EXIT---"
Message from subroutinte TABIN. The user has tried to input too many mag-

netic property tables. Only 4 tables can be input (1 internal and 3 external).
Correct input.

"GAMMA = H/B, AND B = 0.0" '"---ERROR EXIT---"
Message from subroutine TABIN. The user is trying to input-a MTYPE =
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3 (H vs B) magnetic material table and has enlered a value of B = 0. Siuce
this would result in a divide hy zero whien converting to v vs. B, the run is
stopped.

4. "YOU HAVE EXCEEDED THE MAXIMUM DIMENSIONS ALLOWED FOR THE GAMMA
VS B TABLES" "---ERROR EXIT---"
Message from subroutine TABIN. The number of data lines in a table of
magnetic material properties (GAMMA vs 3, MU vs B, or ll vs ) is greater
than 50. Edit the input table.

B.10.4.3 Messages with “DATA ERROR?”

1. "--- DATA ERROR --- ITYPE IS NEGATIVE OR ZERO"
Message trom subroutine POWIERS. CON(46) = ITYPE is negative
or zero which is illegal. Consult information on CON(46).

B.10.4.4 Messages with “INPUT DATA ERROR?”

1. "--- INPUT DATA ERROR --- ILLEGAL CHARACTER"
followed by a print. of the input line. Message [rom subrontine I'REE.
The code has found a character il does not recognize iu the line
printed. Correct line.

2. "--~ INPUT DATA ERROR --- NO MANTISSA"
[ollowedl by a priut of the input line. Message [rom subroutine FREE.
The code has [ound an exponent staicling alone in the line printed.
Correct mput.
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B.10.5 Messages from TEKPLOT

1.

"=—-— INPUT DATA ERROR --- ILLEGAL CHARACTER"

Followed by a print of the input line. Message from subrontine FREE.
The code has found a character it does not recognize in the line
printed. Correct input.

"--~ INPUT DATA ERROR --- NO MANTISSA"

Followed by a print of the input line. Message from subroutine FREE.
The cocle has fouud an exponent stauding alone in the line printed.
Correct the input line.

"NUMBER OF REGIONS ON TAPE35 = (--) LARGER THAN DIMENSION
NRGN.RUN STOPPED"

Message {rom subroutine TRDUMP. The nnmber of regions to be input ex-
ceeds storage. hicrease parameter NRGN and recompile.



Chapter B.11

Convergence and Accuracy

The accuracy of POISSON is difficult to assess hecanse POISSON calculates
in two dimensions and assymies an infinite third dimension. Thus, the accuracy
improves as the magnet gets longer. The accuracy is also dependent on the guality
of the I3 vs.H iron table used. Several users have remarked that the internal table
nsed by POISSON is a little ton idealistic, especially at high values of H. We
are seeking a better table to include in the program. If you have snggestions for
one, please contact us. At low values of [, hystersis eflects in real iron make it
very difhicult to correctly model tlie magnetic field. The authors of the code feel
that POISSON is always accurate to at least 5% in absolute accuvacy, but is more
accurale when evaluating relaiive changes on the same magnet.

Tle less uniform the field distribution, the less accurate the solution. Conformal
transformations can be used {0 improve tlie accuracy of the solution in cases of very
non-uniform feld distributions. T'his is described in Sec. B.13.4 below.

This chapter is not complete. In the future we hope to benchmark the corle

against some analytically solvabe problem, and to compare it with some other well-
known codes.



Chapter B.12
EXAMPLES

B.12.1 QUADRUPOLE MAGNET

This example compules the magnetic fields and harmonics for a ¢uacrupole
magnet. By making use of symuietry, we need ouly calculate one-eighth of the
magnet. [figure B.12.1.1 shows the magnet section calculated.

IRON

AIR AIR

prob. mese = qua d a2 run 19. 8/18/8¢ cyclte s 07
Figure B.12.1.1: Section of quadrupole used in calculation.
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poisson-pandira test quad a2
$reg nreg=4, xmax=22.5228, ymax=15.92603, dx=.2100, mat=2, npoint=8 §
x=0.0, y=0.0 $

$po
$po
$po
$po
$po
$po
$po
$po

$po
$po
$po
$po
$po
$po
$po
$po

$po
$po
$po
$po
$po
$po
$po
$po
$po
$po
$po

r=14.25,

theta=0.0 $

r=19.1883, theta=0. $

x=19.9, y=1.4 §

X=22,4421, y=1.905 §

nt=2, r=22.5228, theta=45.0 $
r=2.92, theta=45. $

x=0.0, y=0.0 $

$reg mat=1, npoint=8 §

x=0.0, y=0.0 §

r=14.25,

theta=0.0 $

x=12.58852, y=6.65882, nt=2 §
x=9.5, y=3.5603 §
x=7.02870, y=2.47058 3
=4,28368, y=.99522 §
nt=3, T=2.92, x=2.0647518, y=2.0647518 $
x=0.0, y=0.0 $§
$reg cur=9400., npoint =11 §

x=11.86,

x=7 .80,
x=7.15,
x=5.82,
x=6.48,
x=7.15,
x=7.85,
x=8.50,
x=9.18,
x=13.18,
x=11.86,

y=5.60 $
1.60 $
2.30 §
1.
1.
1

y
y
y
¥y=.3
y

y=.3
y .
y

NONONO W

= $
= $
= 3
= $
= $
=.32 §
y=4.14 $
¥=5.60 $

$reg ibound=0, npoint=6, cur=0. $
x=0.0, y=0.0 §

x=2.0647518, y=2.0647518 $
r=22.5228, theta=45., $
x=22.4421, y=1.905, nt=2 §

$po
$po
$po
$po
$po
$po

x=19.9,
x=19.1,

y=1.4 &
y=0. $

Figure B.12.1.2: AUTOMESII inpul file for quadrupole in IFig. B.12.1.1.

The AUTOMUESI] mpul is shown in Fig. B.12.1.2. The file name is QTESTIN. In

Lhe input file all lines starl in column 2. In the case of Une title line, we need a blank
to tell AUTOMESH that the input is for a POISSON or PANDIRA problem. All
the rest start in column 2 because they are FORTRAN NAMELIST input lines. The
first region defines the outer houndary of the problem. The REG NAMELIST tells
AUTOMESH that there will be 4 regions (NREG=41), gives the extreme values of
x and y (XMAX and YMAX] sets the rough friangle hase size (DX), defines the
entire problemn region to be iron nsing {he wternal table (MAT=2), aud tells the
code there are 8 PO NAMLLI‘S 1"s to follow (NPPOINT=8).
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The second region inpnt overwrites the first, The second REG NAMELIST
sets MAT'=1 which corresponds to £, = 1 nsed for hoth Lhe air and coil regions.
The 8 fellowing PO NAMELISTs define the subregions. The third region input
defines the coil inside the 2nd region. lere CUR is set to 9100 amps. The 4th
region is a line region. This rvegion is pul in to get the proper houndary conditions,
IBOUND=0 (DIRICIHLET) on the 45° line and outer bonudary. C:UR is set to 0
hecanse otherwise ihere wonld be a current equal to 9400 amps on the line hecause
the previous region value was not overwritten.

automesh

?type input file name
7qtestin

region no. 1
ok

region no. 2
ok

region ne. 3
ok

region no. 4

ok

stop
automesh ctss time .797 seconds
cpu= .482 i/o=  .2B5 mem= .060
all done

Figure B.12.1.3: AUTOMESII ouput to terminal for quadrupole example.

After preparing the input file, the next step is to nin AUTOMFESH. Tigure
B.12.1.3 shows the interactions with the terminal for 2 run made on a CRAY. The
user types Lhe executable file name AUTOMESH. The code asks [or the input file
name and the users reply tells it o use QT'ESTIN. No other input is necessary and

AUTOMESH executes.

The next step is to tnn LATTICE. The user starts the run by typing the exe-
cutable file name LATTICE. Figure B.12.1.4 shows what happens at the terminal.
The code asks for an inpnt file name and the user replies with TAPE73 which is
the tape that AUTOMESH has sel up for it. LAU'TICE prints messages and the

lattice

?type ilnput file name
? tape73

beginning of lattice execution

dump 0 will be set up for poisson
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poisson-pandira test quad a2

type input values for con (?)
76 O 32 2 46 4 *»111 11 $.86 45. 2.92 s

elapsed time= 1.7 sec.
Oiteration converged

elapsed time= 3.3 Bsec.
generation completed

dump number 0 has been written on tape3s.

stop

lattice ctss time 4,231 seconds

cpu=  3.655 i/o=  ,439 mem=  .137
all done

Figure B.12.1.4: User terminal instruction during LATTICE run of quadrupole ex-
ample.

problem tiile followed by a request for CON inputs. At this point the user inputs
seven changes. The user types:

*6 0 *322 *46 4 *111 11 1.86 45. 2.92 s

As it happens, none of these CON changes are necessary for the LATTICE rnn,
Lhut. can be entered here for later use by POISSON. They could as well been entered
after POISSON asks for CON input. The meaning of the CON values input is as
follows:

*6 0 sets CON(6)=MODE equal to 0. This says that some iron in the problem
has finite, nonconstant permeability.

*32 2 sets CCON(32)=IPIRINT to 2 which will canse POISSON to write the vy vs
B tables used to the file OUTPO! and also to print a map of | B | in the iron.

*46 4 sets CON(46)=ITYPE equal o 4 which tells the code that the problem
is a synunetrical quadrupole.

*111 11 1.86 45. 2.92 s clhanges CON’s 111 thru 114. These values all give
information needed by the code to do a harmonic analysis of the quadrupole field.
CON(111)=NDPTC=I11 says use 11 points on a circular arc, CON(112)=RINT=
1.86 says the radius ol the arc is 1.86cm., CON(113)=ANGLE=45. indicates the
length of the arc is to be 45°, and finally CON(114)=RNORM=2.92 tells the code
to use a normalization radius of 2.92ciu. The final s in the CON input line tells the
code there is no more input. The code then continues execution and writes dump

0 to TAPE35.

At Lhis point the user can use TEKPLOT to examine the mesh or to look at
the region outlines. Figure B.12.1.5 sliows how the user would use TEKPLOT to
see tlie region outlines.

— s | ] — | ] A [ s I [
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After the execulable file namme TEKPTLOT is typed, the code asks for inpnt for
five parameters. The reply s indicates that the user wants to use the defaull values
which are all zero. This will cause only the problem outline to be drawn. After
printing the problem name the code asks for limits on the region to be drawn. The
user reply, 0. 23., which says plot a sqnare 23cin on a side with the lower right
corner at the origin. No s is required for tlie input hecause all fonr values are given
and, in 1his case, the code knows that it should coutinue. Next the user replies GD.
After hitting the carriage return the code draws the outline shown in Fig. B.12.1.1,
however, without the printing in the regions. To end TEKDPLOT, the user hits
the carriage return and, when the code asks for more input data, type -1s. The
terininal output is shown in Fig. B.12.1.6.

tekplot

?type input data- num, itri, nphi, inap, nswxy,
?s

input data

num= 0 itri= O nphi= 0 inap= 0 nswxy= O
plotting prob. name = poisson-pandira test quad a2 cycle= O

type input data- xmin, xmax, ymin, ymax,
?70. 23, 0. 23.
input data

xmin=  0.000 xmax=  23.000 ymin=  0.000 ymax=  23.000

7type go or no
?go '

Figure B.12.1.5: Using TEKPLOT to examine the prohlem boundaries.

type input data- num, itri, nphi, inap, nswxy,

7-1s

tekplot ctss time 1.084 seconds
cpu=  .216 i/o= .793 mem=  .076
all done

Figure B.12.1.6: Terminal display after carriage return.
To run POISSON, the user tvpes POISSON. (See Fig. B.12.1.7 for the terminal

interaction.) The code asks where it should get input and the user replies T'T'Y,
indicating it will be entered at the terminal. ’ﬁle code asks for a dump munber and
is told 0." The code then reads dump 0 from TAPE35, writes the problem name
and asks for CON input. Since all necessary changes were made in LATTICE and
passed to POISSON through TAPE35, the user replies with an s. The code then
solves the problein, writes the solution as dump number 1 to TAPE35, and prompts
the user for another duinp number. The user answers -1s to end the run.

poisson

type ‘‘tty’? or input file name
?  tty :
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? type input value for num
? 0
beginning of poisson execution from dump number O

prob. name = poisson-pandira test quad a2

7type input values for con(?)

7 2
elapsed time = 1.6 sec.
0 cycle amnin amax residuel-air eta-air rhoair xjfact
gmax residual-iron eta-iron rhofe

o] o] 0.0000e+00 . 0.0000e+0C 1.0000e+00 1.0000 1.9000 1.0000

4.0000e-03 1.00008+00 1.0000 1.0000
0 100 rhoair optimized 0.99756 1.9763 lambde = 9,9983e-01
v} 100 0.,0000e+00 1.3931e+04 2.67220-02 0.8975 1.9763 1.0000

9.1430e6-04 1.40210-02 1.0010 1.0000
o) 200 rhoair optimized 0.9873 1.9871 lambda = 9.9994e-01
o) 200 0.0000e+00 4.56900+04 1.4151e-02 0.9873 1.9781 1.0000

1.2039a~02 9.7234e-03 0.9911 1.0000
0 400 rhoair optimized 0.9825 1,9775 Jlombda = 9.9994e-01

0 400 0,00000+00 5.7708e+04 5.3831e-04 0.9825 1.9776 1.0000
6.1299-03 1.2620e~03 0,9931 1.0000
0 800 rhoair optimized 0.9923 1.9821 lambda = 9.9998e-01
o] B0OO0 0.0000e+00 5.8241e+04 3.32456-08 0.9923 1.9821 1.0000
5.07580-03 1.21396-04 0.9947 1.0000
1600 rhoair optimized 0.9947 1.98683 lambde = 9.9998e-01
1600  0.0000e+00 5.82518+04 3.1264e-08 0.9947 1.9863 1.0000
4.97030-03 1.9238e-08 0.9948 1.0000
0 1860 0.0000e+00 5.8251e+04 6.82526-09 0.9953 1.9863 1.0000
4.9691e-03 4.8982e-07 0.9947 1.0000

oo

solution converged in 1860 iterations
olapsed time = 53.0 sec.
dump number 1 has been written on tape3S.

type input value for num

? -ia

stop

poisman ctas time 61.292 seconds

cpu= 55.385 i/o= 2.552 mem=  3.376
all done

Figure B.12.1.7: Terminal display for POISSON RUN.

During the running of the problem AUTONMESIL has produced an oufpnt file
called OUTAUT, LATTICE las produced QUTLAT, aud POISSON has produced
OUTPOI. These files give various information on the various runs. Usually, as in
this case, OUTAUT and OUTLAT are of little interest because they give mainly
information on the mesh. They are useful when there are dilficulties with the mesh-
ing. llowever, the file OUTPOI contains information on the solution.

In this case the OUTPOI file contains 1376 136-character lines. OUTPOI con-
tains a list of tlie CON values used for the run, a lable giving the magnetic charac-
teristic used for material 2, and copy ol the terminal oulput. Since {he user asked
for it (CON(32)=2), OUTTPOI also contaius a printed map of the fields in the iron.
A poartiou of the map is shown in IFig. B.12.1.8. The portion is rccognizahle as
being the top riglt corner of the input problem geometry. 'The first column on the
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left gives a logical K coordinale at the iuterseclion of a coordinate pair there are
two valites. T'liese are the maﬁ;mtndee of the feld in kG in the upper (u) and lower
(1) triangles associated with that (K, L) point.

The POISSON output file contaius a table giving the values of the vector po-
tential A, and related quantities By, By, | B |,dB,/dy,dB, /dzx, along the x axis of
the prol)lem The latter five quantities are obtained from the vector potential by a
least square fit. The goodness of the fit is indicated by the value of AFI'l' given in
the rightinost colunn of the table.

The final printout in OUTPOI gives information on the harmonic analysis. This
information is sliown in Fig. B.12.1.9. The angle, (x, y) coordinates, nearest (K,
L) coordinates, and the interpolated vector pot.entiul are given for points on the
arc. Also given are {ables of coeflicents for the harmonic expansion of the vector
potential and the magnetic field.

TEKPLOT can be used to examine the field pattern in the quadrupole. Figure
R.12.1.10 shows the ferminal interactious. The user types TEKDPLOI' to initiate
the run, When asked [or input data, the reply sets NUM=1 to tell the code to use
dump 1 from TAIPE35, sets I'l'RI: 0 since a drawing of the mesh is not wanted,
and sets NPII1=35 to cause 35 field lines to be drawn. The final s in the input line
leaves INAP and NSWXY with their 0 defaunlt values. Next the user is asked to
enter the limits of the plotting region and replies: 0. 23. 0 or 23., defining the plot
rectangle. On receiving go, the code plots Fig. B.12.1.11. TEKPLOT is terminatec
hy bitting a carriage return followed by -1s as described in connection with g,
B.12.1.6.

Otable for interpolated points

0 n angle x coord y coord kf 1f vec.pot.
1 0.0000 1.8600 0.0000 10 1 4,74266e103
2 4.,5000 1.8543 0.1459 10 2 4.68434e+03
3 9.0000 1.8371 0.2910 10 2 4.51082e+03
4 13.5000 1.8086 0.4342 9 3 4.,22631e+03
5 18.0000 1.7690 0.5748 10 4 3.83775e+03
6 22.5000 1.7184 0.7118 9 5 3.35463e103
7 27.0000 1.6573 0.8444 9 6 2.78884e+03
8 31.5000 1.5859 0.9718 9 6 2.15430e+03
9 36.0000 1.5048 1.0933 8 7 1.46858e+03 .
10 40.5000 1.4144 1.2080 8 7 7.42792e+02
11 45,0000 1.3152 1.3152 8 8 3.54844e-01

itable for vector potential coefficients

Onormalization radius = 2.92000

0 a(x,y) = re( sum (an + i bn) * (z/r)*n )

0, n an bn abs(cn)

0 2 1.1691e+04 0.0000e+00 1.1691e+04

0 6 -1.2543a401 0.0000e+00 1.2543e+01

0 10 9.3097e+00 0.0000e+00 9.3097e+00

0 14 -5.7177ea+01 0.0000e+00 5.7177e+01

0 18 2.46540102 0.0000e+00 2.4654e+02

itable for field coefficients

Onormalization radius = 2.92000

0 (bx - i by) = i * sum n*(an + 1 bn)/r * (z/r)**(n-1)

0 n n(an)/r n(bn)/r abs(n(cn)/r)

- = m—— e e S e S IS g B
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0 2 8.0072e+03 0.0000e+00 8.0072¢+403

0 6 -2.5772e+01 0.0000e+00 2.5772e+01

0 10 3.18826+01 0.0000e+00 3.1882e+01

0 14 -2.7414e+02 0.00002+00 2.7414e+02

0 18 1.5198e+03 0.0000e+00 1.5198e+03
L

Figure B.12.1.9: Harmonic analysis in file OUTPOL.

tekplot

?type input data- num, itri, nphi, inap, nswxy,

71035 s

input data .
num= 1 itri= 0 nphi= 35 inap= 0  nswxy= 0

plotting prob. name = poisson-pandira test quad a2

?type input data- xmin, xmax, ymin, ymax

?70. 23. 0. 23,

input data .

xmin= 0.000 xmax= 23.000 ymin= 0.000 ymax= 23.000

type go or no
7go

Figure B.12.1.10: Terminal display for TEKPLOT run to get field lines.

9






B.12.2. POISSON EXAMPLE - ELECTROSTATIC PROBLEM 11
B.12.2 POISSON Example — Electrostatic Prob-
lem

This example computes the potential distribution inside one quadrant of a coax-
ial cylinder. The inner conductor has an odd-shaped bump on it to provide some
spice o the calculation.

The AUTOMESH input file COAXCYL is shown in Fig. B.12.2.1. Since this
problem will run usiug POISSON, the first column in the first line is blank. The
first REG NAMELIS'T tells the codes that there are two regions, sets the triangle
size, defines the maximum linits of the problem, and gives the number of PO cards
to be read for the first region. The first region is one quadrant of a circle.

The second REG NAMELIST card sets MAT=0 to tell tlie code that the points
inside the region are not in the problem. The variable CUR is set to 1000.; in an
electrostatic problem, CUR. corresponds to a fixed potential ou the boundary of the
region. To cause the problem to set this potential, IBOUND is set to —1. The eight
PO NAMELIST cards following define the central excluded region.

coaxial cylinder --- electrostatic example
$reg nreg=2,dx=.1,dy=.1,xmax=5.,ymax=5.,npoint=4 §
$po x=0., y=0. §

$po x=0., y=5. §

$po nt=2, r=6., theta=0. §

$po x=0., y=0. §

$Teg mat=0, cur=1000., ibound=-1,npoint=8 §
$po x=0., y=0. $

9 $po x=0., y=2. §

10 $po nt=2, r=2., theta=60. §$

11 $po r=3., theta=60. §

12 $po nt=2, r=3., theta=30. §

13 $po r=2., theta=30. §

14 $po nt=2, r=2., theta=0, §

15 $po x=0., y=0. §

NN WN

Figure B.12.2.1: Tuput to AUTOMESII for electrostatic problem.

Figure B.12.2.2 shows the AUTOMESH run as seen from the terminal. We
type the executable filename, autemesh, followed by the input file name, coaxcyl.
The code requests an input filenaimne but does not wait for it because it was on the
execute line,

automesh coaxcyl
?type input file name
region no. 1
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ok

region no. 2

ok

stop

automesh ctss time .219 seconds

cpus= .146  sys= .017  i/o+memory= .056
all done

Figure B.12.2.2: AUTOMESH execution log on CRAY.

lattice tape73

?type input file name

beginning of lattice execution
dump O will be set up for poisson
coaxial cylinder --- electrostat
7type input values for con(?)

?7%21 0 1 01 %46 1 %66 0 s

elapsed time= 0.5 sec.
Oiteration converged
elapsed time= 0.8 sec.

generation completed
dump number O has been written on tape35.

stop

lattice ctss time 1.046 seconds

cpu= .879  sys= .026 i/o+memory=  .141
all done

Figure B.12.2.3: LATTICE execution log on CRAY.

The LATTICE run is shown in Fig. B.12.2.3. The execution filename, lattice,
is typed followed Ly tape73, the AUTOMESII output file. The code requests an
input filename but continues without pause because tlie needed name was on the
execute line. It requests CON- changes and is given six changes. The portion
%21 0 1 0 1 sets {he boundary conditions to be used in the problem. The CON(21)
and CON(23) are set to 0, indicating Dirichlet conditions on the upper right curved
hboundary. In this case, the Dirichlet conditions mean that the surface is an equipo-
tential. Con(22) and CON(24) are set to 1, indicating a Neumann condition on the
bottom and left sides. The Neumaun conditions means the equipotentials are per-
pendicular to the boundary. The input *46 | sets CON(46)=ITYPE=1, indicating
there is no synunetry. Setting CON(66)=XJFACT=0 is necessary becanse it tells
the code that it is doing an electrostatic problem. After reading the “s” on the
CON change line, LATTICE knows all changes have been made and proceeds to
run.




I - T I S S D N B S B T Ol S E P I WSEE -

December 16, 1986 PART B CHAPTER 12 SECTION 2 13
tekplot .

7type input data- num, itri, nphi, inap, nsuxy,

701 s _

input data

num= 0 itri= 1 nphi= 0 inap= O nswxy= O

plotting prob. name = coaxial cylinder --- electrostat cycle= 0
7type input data- xmin, amax, ymin, ymax,

?s

imput data

xmin= 0.000 xmax= 5.000 ymin= 0.000 ymax= 5.000

type go or no

7go

Figure B.12.2.4: TEKPLOT execution log on CRAY.

Next, we use TEKPLOT (o look at the mesh. See I'ig.B.12.2.4. Type tekplot
and tlie code asks for: a dump number (NUM), if a mesh plot is desired (I'I'RI),
how many equipotential lines (NPHI) are required, if minimum and maximum values
are to be entered for the equipotentials (INAP), and if the X and Y axes are to he
interchanged (NSWXY). The reply shown says use dump 0 (NUM=0) and draw the
mesh (1TRI=1). The “s”, tells the code to set NPHI=0 (no lines), INAP=0 (no
input), and NSWXY (leave the axes alone). The next request asks for the limits of
the plotting area and the reply, “s”, tells the code to use the problem limits. On
receiving “go”, TEKPLOT runs and produces Fig. B.12.2.5. TEKPLOT is ended
by two carriage returns followed by a “-1s” in answer to the request for a dump
number.

vQ
ATAr o
P,
o
3.
¥
Y.
174
AvaY, AYAY,
N
N
N
Yavg
X A
%5 AYaY,
AYaVAY,

prod. dnmw - ssnsial sylindar — slsxbrasial gule 2 [ B4

Figure B.12.2.5: TEKPLOT output for electrostatic problem showing mesh and
regions.
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The word poisson is typed to initialize execulion of POISSON. T'he code asks
for an input file name and (afler receiving 1'TY) for a dump mnnber (see Fig.
B.12.2.6). After being told to use dump 0, the code requests CON changes. The
reply *43 31 1 43 s sets limits on the region that the potential and its gradients
are to be computed and written to the OUTPOI file. CON(43)=KTOP is set to
31, CON(44) = LMIN is set to 1 (its default value), and CON(45) = LTOP is set
to 43. Since CON(42) = KMIN = 1 by defanlt, the code will print out potentials
and gradients for those points in the mesh with logical coordinates in the reclangle
defined by (1, 1), (1, 43), (31, 43), 31, 1).

While executing, POISSON prints some information at the terminal: the cycle
nuinber, the current minimum and maximum values in the solutions matrix, the
current residual, the curreni rate of convergence, and the current overrelaxation
factor.

poisson
7type ‘‘tty’’ or input file name
7ttty
5€;pe input value for num
70
beginning of poisson execution from dump number O
prob. name = coaxial cylinder --- electrostat

type input values for con(?)
?*43 31 1 43 5

elapsed time= 1.0 sec.

0 cycle amin amax residual-air eta-alr rheair xjfact

0 0 0.0000e+00 0.0000e+00 1.0000e+00 1.0000 1.9000 0.000Q

0 100 rhoair optimized 0.9126 1.8998 lambda = 9.9864e-01
0 100 0.0000e+00 9.9322e+02 2.4187e-05 0.9126 1.8998 0.0000

0 150 0.0000e+00 9,9321e+02 2.7238e-07 0.9136 1.8998 0.0000

solution coaverged in 150 iterations
elapsed time= 1.5 Bec.

dump number { has been written on tape3b
7type input value for num

7-1s
stop
poisson ctss time= 3.317 seconds
cpu= 2.012 sys= .028  i/o memory= 1.277
all done

Figure B.12.2.6: POISSON execulion log on CRAY for eleclrostatlic problem.

After POISSON has written dump 1 on TAPE3S, il is terminated by typing
“-1 8" in reply to the request for another dumnp number.

tokplot

7type input data- num, itri, nphi, inap, nswxy,
71 050 s

input data
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num= 1 ditri= 0 nphi= 50 inap= 0 nswxy= 0

plotting prob. name = coaxial cylinder --- electrostat cycle= 150
7type input data- xmin, xmax, ymin, ymax

?s

input data

xmin= 0.000 xmax= 5.000 ymin= 0.000 ymax= §.000
?7type go or no
780

Figure B.12.2.7: TEKPLOT execution log on CRAY for equipotential plot.

To see if we solved the correct problemn, we nse TEKPLOT to look at the equipo-
tentials. ‘This time (Fig. B.12.2.7), we sct NUM = 1 for dumpl, ['I'RI = 0 to avoid
drawing the mesh, and NPHI = 50 to get. 50 equipotential lines. The final “s”
sets {lie remaining {wo values to default zeroes. The “s” in respouse to the request
for maximum and minimiium limits causes TEKPLOT to plot the whole problem
area. After receiving “go” TEKPLOT plots, Fig. B3.12.2.8, the equipotential lines
are evenly spaced on the botlom and left boundaries as they should be.

preb. anse - ssaniul cylinder — wiscirestist wele « 150 7

Fig. B.12.2.8: TEKPLOT outpul for electrostatic problem.
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The file OUTPOI contains more information on the solution, OUTPOI contains
a list of the CON values used in the solution, a copy of the iteration history, and
a table of potential and gradients values for the problem (Points in the K-L region
specified by using CONs 42 to 45). The initial part of this table is shown in Fig.
B.12.2.9. The K and L columns are the logical coordinates of a point, while the X
and Y columns give the physical position of the point. V is the scalar potential the
code found for the point, and EX, EY, and ET are the X and Y components of the
ficld and the total field. Viit gives the difference between the potential calculated
at the mesh point and the potential calculated by the code using a least square fit
of solution values for the point and ils neighbors.

1 least square edit of problem, cycle 150
none symmetry type

21
22
23
24

1.000000e+03 1.97540 0,31290 322.987 b50.788 326.932 2.1s-02
9.7380586+02 2.05749 0.30989 318.497 33.287 320.229 -3.1e-04
9.4282936+02 2.156808 0.3074C 316.031 17.204 316.499 3.48-05
9.1098780+02 2.25627 0.30548 316.806 5.222 318.849 3.1s-04

Figure B.12.2.9: Part of OUTPOI file for electrostatic problem.

0 k 1 v(scalar) x y ox{v/cm) ey(v/cm) et(v/cm) vfit

0 21 1 1,000000e+03 2.00000 O0,00000 357.848 3.302 357.863 -5.4¢-02
0 22 1 9.643683e+02 2.10000 0.00000 343,879 -0.174 343.879 1.1e-02
0 23 1 9.310212e+02 2,20000 0.00000 3365.778 =-0.124 335.778 8.0e-03
0 24 1 8.976641e+02 2.30000 0,00000 331.978 -0,124 331.978 7.6e-03
0O 25 1 8.6845221e+02 2.40000 0.00000 331.328 -0.109 331.328 6.46-03
0 28 1 8.3132896+02 2.50000 0.00000 332,854 =0.090 332,864 5.3e~-03
0 27 1 7.979091e+02 2,80000 0.00000 335.730 =-0.0T72 336.730 4.26-03
O 28 1 7.841828e+02 2.70000 0,00000 339,289 -0.058 339.289 3,3e-03
0 29 1 T7.300481e+02 2.80000 0.C0000 343,003 -0.042 343.009 2.4e-03
0 30 1 6,955708e+02 2.8Q0000 0.00000 346,490 -0.028 348.490 1.66-03
0 31 1 6.8076890e+02 3.00000 0.00000 349.449 -0.017 349,449 1.1e-03
0 21 2 1.000000e+03 1.99730 0.10470 361.841 18.621 362.328 1.1e-01
0 22 2 9.791931e+02 2,05684 0.103B0 345.541 14.004 345,825 4.7e-02
0 23 2 9.465788e+02 2,15285 0.10278 336.397 8.126 338.4956 8.16-03
0 24 2 9.133672e+02 2.26222 0.10199 331.400 3.818 331.419 1.7e-03
0O 25 2 8.803115e+02 2,36228 0.10139 329.952 0.414 329.952 1.00-03
0 28 2 8,472403e+02 2,45238 0.10090 331.032 -1,736 331.038 8.0e-04
0O 27 2 8.139690e+02 2.55260 0.10047 333.744 -3.038 333.758 6.0e-04
0 28 2 7.803771e+02 2.85262 0.10007 337,357 -3.670 337.377 4.7e-04
0 29 2 7.464068e+02 2.75273 0.09970 341.291 ~3.779 341.312 2.90-04
0O 30 2 7.1204685e¢+02 2,85284 0,09934 345.097 -3.499 345.115 2,80-04
0O 31 2 B8.773290e+02 2.96294 0.09899 348.447 =-2,994 348.480 2.9e-0b
0 21 3 1.000000e+03 1,98900 0.20910 342.170 36.170 344,556 ~1,0e-02
0O 22 3 9.818349%9e+02 2,10270 0.20624 331.352 20,086 331,980 -9.9e-03
0O 23 3 9,2856656+02 2.20404 0,20452 326.587 9.747 328.732 -3.7e-04
0O 24 3 8.958943e+02 2.30435 0.20325 325.540 2.430 325.549 8.8e-04
0O 25 3 8.631924e+02 2.10461 0,20222 327,118 ~-2.591 327.128 8.80-04
0O 28 3 8.302357e¢+02 2.50488 0.20133 330.417 -6.7T71 330.46€8 7.20-04
0 27 3 T7.8889689e+02 2.680513 0.20052 334.686 -7.476 334.769 5.80-04
O 28 3 7.631136e+02 2,70636 0.19976 339.307 -8.,017 339.401 3.46-04
0O 29 3 7.288762e+02 2.80558 0,19902 343.803 -7.672 343.889 2.1e-04
0O 30 3 6.942161e+02 2.90578 0.19832 347.80b6 ~8.888 347.869 2.0e-04
0 31 3 6.591948e+02 3.00597 0.197656 351,071 -5.279 351.111 =~2,3e-05
o] q

o] 4

o} 4

o} 4
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B.12.3 PANDIRA Example — Permanent Mag-
net Solenoid

The layont for this problem is shown in [Fig. B.12.3.1 and the AUTOMESH
input file, whicli we have chosen to call “soll,” is shown iu Fig, B.12.3.2, Note
that for POISSON and PANDIRA problems with cylindrical symmetry, the Y co-
ordinate corresponds to the direction of the cylindrical axis, and the X-coordinate
corresponds to the radial direction. The problem involves six regions. The first
region defines the boundary of the problem. The material is assumed to be air.

A
‘ (8385
AR
(6.58.4)
REGION 6
MAT = 2
REGION 2
MAT = 6 AR
REGION 5
~(LINE REGION)
REGION 4 REGION 3
MAT = 2 MAT =7
0 ) o) tseo s " R

Figure B.12.3.1: Physical layouf ol regions for solenoidal permanent magnet.
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The first REG NAMELIST line tells the codes that there are six regions (NREG=6),
that triangle sizes are to he clianged al XREG1=3.58 and at YREG (=3, and to
define the triangle size (DX) and the maximum limits of the problem (XMAX,
YMAX). The following PO NAMUELIST lines define the houndary of the first region.
In this case and also in the succeeding regions, extra points are defined on the
boundary. These points ensure that AUTOMESH and LAT'T'ICE will place nodes
at locations that will be needed later in the mesh asseibly. The use of “sure points”
is not always necessary, bul they may often be used to get around mesh generation
problems. ’

pm magnet solenoid

$reg nreg=6,npoint=10,dx=.102,xregl1=3.58,yregl=3. ,xmax=6.8,ymax=6. §
$po x=0.,y=0. $
$po x=1.,y=0. §
$po x=3.58, y=0,
$po x=5.58, y=0.
$po x=6.58, y=0.
$po x=6.58, y=4.
$po x=6.58, y=5,
10 $po x=3.58, y=b.
11 $po x=0., y=5. $
12 $po x=0,, y=0. §
13 $reg mat=6,npoint=7 $§

14 $po x=1.58, y=1. $

15 $po x=3.58, y=1. §

16 ¢$po x=3.58, y=3. §

17 $po x=1.58, y=3. $

18 $po x=1.58, y=2.5 §

19 $po x=1.58, y=1.5 §

20 $po x=1.58, y=1. §

21 $reg mat=7, npoint=5 $

22 $po x=3.58, y=0. §

23 $po x=5.58B, y=0. $

24 $po x=5.68, y=1. §

25 $po x=3.58, y=1. §

26 $po x=3.58, y=0. $

27 $reg mat=2, npoint=7 $

28 $po x=1., y=0. §

29 $po x=3.58, y=0, §

30 $po x=3.58, y=1. $

31 ¢$po x=1.58, y=1.0 §

32 ¢$po x=1.58, y=1.56 §

33 $po x=1.0, y=1.5 §

34 $po x=1., y=0. §

35 $reg mat=1, den=6400., npoint=2 §

@~y D o WA -
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36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
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$po x=3.58, y=1. §
$po x=5.568, y=1. §
$reg npoint=12, mat=2, den=0. §$

$po
$po
$po
$po
$po
$po

$po

$po
$po
$po
$po
$po

x=5,
x=6.
=6.48, y=4.
.58, y=4.
.0, y=4. $
., y=2.5 §
.68, y=2.5
.68, y=3.
=3.58, y=3.
=5.58, y=3.
=5.58, y=1.
x=5.

58, y=0.
58, y=0.

@ #H P »

» & O & 9

58, y=0.

Figure B.12.3.2;: AUTOMESH input file soll for permanent inanget solenoid.

The second region in the problem has a material nnmber equal to 6; this indicates

an anisotropic magnetic material. Region 3 has a material nunber equal to 7,
another anisotropic malterial. In this problem, hoth materials will be the same,
except that they have diflerent easy axis directious. Regions 4 and 6 both have
material number 2, indicating that the program is lo assunie iron corresponding
to the internal table in PANDIRA. Region 5 is a line region, which has a current
density of 6400 A/m and acts as the source of the magnetic field in the problem.
Note that in the sixth REG NAMELIST, DEN is set to 0. Otherwise, the sixth
region would have a 6400 A/m?® curreul density.

automesh soll
?type input file name
Note:

line, we don’t need to answer this question

Since we entered the file name on the first

region no.

ok

region no.

ok

region no.

ok

region no.

ok

region no.

ok

region no.

ok

stop

1
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automesh ctss time .346 seconds

cpu=  .266 sys=  .021 i/o+memory=  .059

all done

Figure B.12.3.3: Interaction witli AUTOMESH on the CRAY for solenoid problem.

After making up the input file, the user types the AUTOMESII executable
filename, automesh, followed by the input file name, soll; see Fig. B.12.3.3. The
program asks the user to type the input file name and gets it from the execute line so
no futher answer is needed. AUTOMESII executes producing the terminal output
shown in Fig. B.12.3.3. The user now types the LATTICE executable filenaie,
lattice, followed by tape73. See [Mig. B.12.3.4. LATTICE starts to execute by
asking for an input file name. Ilowever, it does not stop since it had its answer
(TAPET73) from the execute line. LATTICE then asks the user for changes in
the problem CONs. In the reply, the user changes eight CON values. The input
*21 0 0 0 0 sets CON(21), CON(22), CON(23), aud CON{24) to 0. These are the
boundary conditions as the upper, lower, right, and left sides. The value 0 1means
that the boundary has a Dirichlet condilion; that is, the houndary is a magnetic

field line.

lattice tape73
?type input file name
beginning of lattice execution
dump 0 will he set up for poisson
pm magnet solenoid
7type input values for con(?)
7*21 00 0 0 »6 O #19 1 %101 1 %81 0 s

elapsed time= 0.5 sec.
0 interation converged
elapsed time= 0.7 sec.

generation completed
dump number O has been written on tape35.

stop
lattice ctss time .984 seconds

cpu= .766 sys=  .023 i/o+memory=  .196
all done

Figure B.12.3.4: Interaction with LATTICE on CRAY for solenoid problem.

The entry *6 0 sets CON(6)=MODE=0. This tells the code that some materials
in the problem will have finite and variable permeability (1). Setting CON(19)=ICYLIN=1
tells the code it is dealing with a problen having cylindrical syminetry about the ver-
tical axis. The statement 101 1 sets CON(101)=1PERM; this will tell PANDIRA
to initialize the vector potential using currents in the SOURCE vector. In this case,
the SOURCE vector is set by the surface current of region 5. The entry *81 0
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sets CON(81)=NOTE=0. This sels the order of the poiut relaxation. NOTE=0
is required for ull PANDIRA problews. Tlhe final “s” tells LATTICE {here are no
further changes.

tekplot

Typ_e—znput data- num, itri, nphi, inap, nswxy,

701 s

num= O itri= % nphi= 0 inap= 0 nswxy= 0

plotting prob. name = pm magnet solinoid

7type input data- xmin, xmax, ymin, ymax,

’s

input data

xmin=  0.000 xmax=  6.580 ymin=  0.000 ymax=  5.000
?type go or no

7go

Figure B.12.3.5: Interaction with TEKPLOT on CRAY for solenoid problem.

At this poiut, TEKPLOT cau be used to look at the mesh. Figure B.12.3.5 show
the TEKPLOT session. The user types the executable filename, tekplot, and is
asked for values for NUM, I'I'RI, NPHI, INAP, and NSWYY. The reply “0 1 s”
sets NUM=0 and I'TRI=1. The following three parameters are left hy default with
values of 0. The NUM=0 and I'TRI==1 tells TEKPLOT to use dump 0 and to display
the triangles in the mesh. The user is then asked for the minimum and maximum
limits of the ploiting region. The reply- “s” tells the code to use the internal values
for these variables. After being told Lo “go”, the code produces Fig. B3.12.3.6.

P W P SagEEh 42 V4eid hte v B¥

Figure B.12.3.6;: TEKPLOT output for solenoid problem showing mesh and regional
boundaries:
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pandira
Ttype ‘‘tty’’ or input file name
78ty
7type input value for num
70
beginning of pandira execution from dump number O 3 -9.9147e+03 2.3157e+04
2.2828e+04 2.634e-02 0.6221
prob. name = pm magnet solenoid golution time= 0.9 gec.
type input values for con(?)
?$30 30 #18 2 *43 1 1 46 o 4 -9.9336e+03 2.3150e+04
2.1476e+04 1.528e-02 0.5804
number of permeability tables to be read in = 2 golution time= 0.8 gec.
7type input for table - mater, stack, mtype
76 1. -1 5 ~9.9473e+03 2.314be+04
?type input for table - amiso, gamper, x0, yO, phi 2.1474e+04 7.177e-03 0.4697
t270. 1. 8 golution time= 0.9 sec.
?type input for table - hcept, bcept 6 -9.9516e+03 2.3143et04
7-8500. B500. 2.1642e+04 1.676e-03 0.2336
Ttype input for table - mater, stack, mtype solution time= 0.9 smec.
7Ty -1 7 ~9.9520e+03 - 2.3143et04
type input for table - aniso, gamper, x0, yO, phi 2.1561e+04 2.581e+04 0.1540
7180, 1. = solution time= 0.8 sec.
7type input for table - hcept, beept 8 ~9.9520e+03 2.3143e+04
7-8500, B8500. 2.1563e+04 3.313e+04 0.0128
elapsed time= 2.4 smec. solution time= 0.8 pec.
cycle amin amax 9 -9.9520e+03 2.3143et04
bmax residual-fe eta-fe 2.1563e+04 6.087e-10 0.0002

0 0.0000e+00 O.0000e+00

0.0000e+00  1.000e+00 1.0000 solution converged in 9 interations
aolution time= 1.2 pec. elapsed time= 14.5 mec.
1 0,0000e+00 3.0600e+04 dump number 1 has written on tapedb.
1.4661e+04 9.813e-03 1.0000 ?type input value for num

golution time= 2.0 sec.
2 -9.7940e+03 2.3201e+04
2.7290e+04 4.219e-02 3.6058
golution time= 1.8 sec.

Figure B.12.3.7: Interaction of PANDIRA on CRAY for solenoid magnet problem.
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preoh. sams © pu sagnel selineid cyele 7

Figure B.12.3.8: TEKPLOT output showing field in solenoid magnet.

The next step is to run PANDIRA. The user types the executable file name,
pandira (Fig. B.12.3.7). Tle program asks for the name of the source of input
and is told TTY. It then asks for a dump number and is told 0. The next request
is for CON changes. The reply is *30 30 *18 2 *43 1 1 46 S. The entry *30 30
changes CON(30)=MAXCY to 30. This is thie maximum number of cycles allowed.
The entry %18 2 sets CON(18)=NPERM=2; there are two permeahility tables to be
entered. The entry *43 1 1 46 gives values for CON(43), CON(44), and CON(45).
These values set the limits in terms of (K, L) coordinates to the region in which fields
and gradients are to be calculated. The two permneabilily tables are constructed
from three input lines each. See Sec. B.5.4 for an explanation of the variables.
After reading Llie final “s”, PANDIRA executes and converges in nine cycles. The
user can look at the field patlern using TEKPLOT. This time, he sets NUM=1,
ITRI=0, and NPHI=50. On being told to “G0”, TEKPLOT produces Fig. B.12.3.8.

The results of the calculation are in the file OUTPAN. This file contains a
lists of the CON values in the solutions, a table giving the magnetic properties of
material 2 (the internal iron table), tables giving the properties of materials 6 and
7, the history of the iteration, and an edit of the solution in the region defined
bt CON(43) through CON(45). A portion of this edit is shown in Fig. B.12.3.9.
The (K,L) and (R,Z) columns give the logical and physical coordinates of a point.
The ra(vector) column gives the values of r Ay found by the program at that point.
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The br,bz, and bt columns are the radial, z, and total magnetic field at the point.
The field index is given in the n-columu. The final column, rafit, is the difference
between the rAg value at the point found during the solution and the valiie found
using the least squares fitting. The codes does a least squares fit with a polynomial
and then gets the necessary derivalives of Ay for the field from the polynomial.



Chapter B.13

Appendices

B.13.1 Theory of Electrostatics and
Magnetostatics.

Let us begin with Maxwell’s equations:*

V xE +8B/8t =0 (B.13.1.1)
VxH-8D/ot =] (B.13.1.2)
V-B=0 ' (B.13.1.3)
V.D=p. (B.13.1.4)

Equations (B.13.1.2) and (B.13.1.4) imply the equation of continuity
V.J+ 3p/8t =0. (B.13.1.5)

Maxwell’s equations cannot be solved without assuming soine relation between the
vectors E, B, D, H and J. I vacuum the relation are

D = E - (B.13.1.8)
H =B/ (B.13.1.7)
N
J=)YJ (B.13.1.8)
=]
1
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N
p= Z;p;, (B.13.1.9)
where
dl;/dt =) (e/m);lp;E+JI; xB], i=1,...,N, (B.13.1.10)
i

and where the summation is over all ionic species preseut. Equation (B.13.1.10) is
the Lorentz force equation under the assumption that charge and mass are quantized
and that relativistic and radiation-damping effects can he ignored. This relation
for J is just illustrative of the type of equation needed to close the system hut will
not be used here.

In isotropic solids, which are the only imaterials POISSON can handle, one can
write with adequate generality

D = e(x, t, |ED|E| = 8e(x, ¢, |B|)eoE (B.13.1.11)
H = q(x,t,|B|)B/uo (B.13.1.12)
J = o(x,t, |E|)E, (B.13.1.13)

where the dielectric constant «., the reluctivity v and the conductivity ¢ are nsually
piecewise constant functions of x. Note that the relnctivity - is the reciprocal of the
relative peameability %,,. For fields slowly varying in timme, the time-dependeuce of
€ and v can be ignoved. The case of rapidly oscilliting ficlds will be discussed later
when examining the capabilities of SUPERI'ISH. Let us look at static problems
first.

PQOISSON and PANDIRA solve a generalized intergal form of Poisson’s equa-
tion in two-dimensional, cartesian coordinates or in cylindrically symmetric three-
dimensional coordinates. This integral form of Poisson’s equation works for hoth
magnetostatics and electrostatics. It also handles both isotropic and anisotropic
materials. In the following subsections we will start with the integral equation and
show how it is related to Maxwell’s and Poisson’s equations.

B.13.1.1 Isotropic Magnetostatics in Cartesian Coordinates.
The integral form of Eq.(B.13.1.2) is

ﬁ“y(x, IB))V x A.dl= ;LO./;J - da, (B.13.1.14)

where we have assumed that the displacement field D lhas no time dependence.
The contour C encloses the area A. See Fig. B.13.1.1. The maguetic induction B
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>3

3

\ ¢
—_— |
dl

Fig.B.13.1.1 The geometry of the line and area integrals.

is related to the vector potential A by the equation

B=VxA. (B.13.1.15)

One obtains the generalized Poisson equation by the following two steps:
f—,foA.dlzf VX(WxA).dazf sod - da (B.13.1.16)
c A A

V x (yV x A) = pod. (B.13.1.17)

Equation (B.13.1.17) does not look like Poisson’s equation, but in the case of two-
dimensional carlesian coordinates, it rednces to Poisson’s equation in the following
way. Let us assume that A is only a function of two coordinates (x,y) and that B
has only two non-zero components, B, and B,. Equation (B.13.1.15) requires that

B, =222 _ %% (B.13.1.18)

By= 5% -2t =—pr (B.13.1.19)
84, A,
Ik Tl 13.1.2
B.=5r -5, =0 (B.13.1.20)

Equation (B.13.1.20) is satisfied if A, and A, are required to be identically zero.
This requirement also satisfies the guage relation .

%4, | 94, + 94: . (B.13.1.21)

VA= 8z 8y oz
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It is easily seen that Eq.(B.[3.1.17) becoines

8 ( 8A.\ 8 ( 0,

9 (492) 4 2 3 B.13.1.22

am(7am)+ay(7ay) Ho (B.13.1.22)
Jo=J,=0. (B.13.1.23)

The latier equation forces the current to be paralledl to A and
Iiq.(B.13.1.22) is the generalized form of Poisson’s equation. Equation (B.13.1.14)
in two dimensions reduces to

JA. 84,
f;y(m,y,lBl)[ 3y dz — —E:dy] = [lo‘/;lsz:de- (B.13.1.24)

For a small enough area A, we can assume thaty and J, are nearly coustant and
A; is a linear function of x and y, which we can write as

A, = bz + by + ao. (B.13.1.25)

The integrals become

[7(b,,.,by) ]ﬁ: d:r] be + l-)'(bl.,by) fc dy] by = pod. A. (B.13.1.26)

This is a non-linear equation with two unknowns, b, and b,. It is the sort of
equalion that is created at eaclhh mesh point. Section B.13.6 explains liow the set of
mesli-point equations are solved o oblain munerically the vector potential A,.

B.13.1.2 Isotropic Electrostatics in Cartesian Coordinates.
The integral forin of Eq.(B.13.1.4) is

fs_m(x, E|)VV(x) - ds = —éfvp(x)dv, (B.13.1.27)

where 17(x) is the scaler potential and the integral on the right is over a volume V
whose surface is denoted by S. T'he electric field E is given by

E=-VV. (B.13.1.28)
It is well known that Eq.(B.13.1.27) is equivalent to the differential equation
V.- (k. VV) = —p/e. (B.13.1.29)

In two-dimensional cartesian coordinates {his hecomes

8, . 8
5;(‘,%1, ) + ;9:;(_’"”‘ ) = —p/€o- (B.13.1.30)
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Y‘ E£=Vv
f

Z dfdz

X

-

. |
py ) ]

Z
Fig.B.13.1.2: Cylindrical volume V of uniforni cross section A and length L.

The similarity to Eq.(B.13.1.22) is obvious. The integral form of the equation can
also be made to resemble [Z¢.(13.13.1.24). This is done as follows. Suppose that x.,
V(x) and p(x) are functions of ouly (z,y). Take the volume V to be a generalized
cylinder of cross section A and length L as shown in Fig.B.13.1.2. Since V(x) is
only a function of (z,y), VV has only x- and y-components. This immediately says
that the surface integral over the flat ends of the voluine cannot contribute because
the direction of these areas is perpendicular to VV. The integral over the area of
the cylindrical surface can be written as

L
f&,vv.ds =j[ / Kk VV - fidzdl, (B.13.1.31)
S CJo

where fi is the outward normal to the surface and dl is an element of length on
the contour C. The integral over z is just L and the quantity fid! can be written in
cartesian components as ’

fidl = dl cos 0&x + dlsin 0&y. (B.13.1.32)

From Fig.B.13.1.2 we see that

dr = —dlsiné, (B.13.1.33)
and
dy = dlcos 8, (B.13.1.34)
and hence
ndl = dyéx — dzéy. (B.13.1.35)
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When this relation is put into Eq.(B.13.1.31) the result is

January 7, 1987

v ov

frwv . ds = L x [—6 de — == dy] (B.13.1.36)

The integral over the volume V can be written as
1 L -
—f pdV = —-f pdzdy. (B.13.1.37)

Ep JV tgJA
This means that E¢.(B.13.1.27) can be written as
ov o 1
—de — ——dy| = — Tdy. 13.1,

fc 2,9, |E|) [ 7 8ndy.| - / pdady (B.13.1.38)

Comparison with E¢.(B.13.1.24) makes it clear that there is a correspondaiice be-

tween the quantities

V— A,

-~

Ke — 7Y

1

€p

p— J,.

The same correspondances come out of a
Eqs.(B.13.1.22) and (B.13.1.30).

B.13.1.3 Isotropic Magnetostatics in Cylindrical Coordinates.

(B.13.1.39)

(B.13.1.40)

(B.13.1.41)

(B.13.1.42)

comparison bhetween

We assune that A is ouly a function of (r,z) and not the cylindrical angle 8. The

expression for B is

Be=(VxA)h=130 ~5: ~%:
18 184, 14
B.= 154 - 25 =13
04, OA.

Bo=5, 5 =©

(B.13.1.43)

(B.13.1.44)

(B.13.1.45)
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c
6, FORG=0
8
8 -
R
Fig.B.13.1.3: The geometry of the area and contour integrals in cylindrical coordi-

nates, If the contour is taken in the counter-clockwise direction, then the area has
a normal in the —&g direction. This is important in deriving Eq.(B.13.1.47).

Here we have asswuned that B lies in the rz-plane. We choose the condition

A=A, =0, (B.13.1.46)

which automatically satisfies tlie guage condilion V- A = 0. Equation (B.13.1.14)
written in cylindrical coordinates is

~| 8 0
fc - [—a—z(rAg)dr - -3—1:(1'.49)0’.:.'] = ;LO/AJodrdz, (B.13.1.47)
where we have artificially introduced a factor of r into the derivalive with respect
to z for symmetry. The geometry is shown in Fig.B.13.1.3.

There is a clear correspondance between quantities in cylindrical and cartesian
coordinates given by the relations

r—w (B.13.1.48)
z—y (B.13.1.49)
rhy — —A, (B.13.1.50)
Jog — —J; (B.13.1.51)
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Fi
SURFACE S d¥=rdodLA

Fig.B.13.1.4: The geometry of the volume V, surface S, cross sectional area A, and
contour C. Nole that the normal to the area A is in the —&g direction.

/r —— . (B.13.1.52)
These relations are used in the codes.

B.13.1.4 Isotropic Electrostatics in Cylindrical Coordinates.

We assume that the scaler potential is only a function of (r,z). The electric field
lias only r- and z-components, which are given by

av

E. = —(a—r- (B.13.1.53)
v

E.= -5 (B.13.1.54)

The volume of integration in E¢.(B.13.1.27) is a torus of cross section A as illus-
trated in Fig.B.13.1.4. Integration over the angle 8 can be done immediately and
Eq.(B.13.1.27) can be expressed as

f)
znf KeVV - firdl = =z prdrd=. (B.13.1.55)
C A

€g

In analogy to Eq.(B.13.1.35), it can be shown that
ndl = dzé&, — dré,, (B.13.1.56)

and hence Eq.(B.13.1.55) becomes

av .
f [62 dr — —wdb] - /prdrd.. (B.13.1.57)



January 7, 1987 PART B CHAPTER 13 SECTION1 9

Coniparison with the magnetostatic equation in Cartesian coordinates, E¢.(B.13.1.24)
give the correspondances

r— = (B.13.1.58)

2 —y (B.13.1.59)

V — A, (B.13.1.60)

Kel' —— % (B.13.1.61)
1

LA, (B.13.1.62)
€0

rp — J,. (B.13.1.63)

These correspondances are used in the codes. Comparison with E¢s.(B.13.1.48)
through (13.13.1.52) shows that Ag(r, z) is not analogous to V(r,z) in cylindrical
coordinates.

B.13.1.5 Anisotropic Magnetostatics.

Historically, there was an attempt to modify POISSON to handle {wo-diensional
anisotropic materials, but the convergence was extremely poor. It was decided
to write a new program called PANDIRA, which uses the so-called direct method
rather than the successive over-relaxation method for the numerical solution of
Maxwell’s equations. Maxwell’s equations hecome

VxH=J (B.13.1.64)
V.B=0 (B.13.1.65)
B=VxA (B.13.1.66)

H =5 -B/uo + H.. (B.13.1.67)

where ¥ is the rel uctivity tensor and He is the field when B = 0, that is, the perma-
nent magnetic field. PANDIRA handles anisotropic materials having an “easy-axis”
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and a “hard-axis” perpendicular to the easy axis,

H = H” +H; (B.13.1.68)
H” = ‘y"B”/;Lo + H. (B.13.1.69)
H_L = ‘y_LBl/;LO, (B.l3.1.70)

or one can write the inverse relations

B|| = Km|oH| + By (B.13.1.71)
B, = rnipoHy, (B.13.1.72)
where ,
‘y” = 1//‘\',"1" (B-13-1.73)
yi = 1/Km1 (B.13.1.74)
By = ~£mjuoHe, (B.13.1.75)

and where By is parallel to the easy axis and B, is along the hard axis. The
permeability relations are different in the two special direclions. Figure B.13.1.5
shows typical relations. The easy axis is characterized by the coercive force H, and
a remanent field B,.

PANDIRA allows two geometries for the easy axis. In the first geometry the
easy axis is independent of position in the material. In the second geometry, the
direction of the easy axis changes along the circumferernce of a circle that is not
concentric with the origin of coordinates. These two geometries will be more {ully
explained below.

Easy axis in a fixed direction. Figure B.13.1.6 sliows the directions of the
easy and hard axes relative to the axes of the region of interest. The field B can be
expressed in terms of the unit vectors for the two coordinate systems as

B = Bxéx + Byéy = B¢ + B,é,. (B.13.1.76)

The unit vectors are related by the matrix transformation

& \_ [ cosgg singg | [ éx
( & ) - ( —singg  cosdg ) ( 8y ) . (B.13.1.77)
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By B,
B
-Hy
7 Hy "
1 8

Fig.B.13.1.5: A plot of typical anisotropic B-I{ relations.

Fig.B.13.1.6: Definition of ¢z and unit vectors & and &,.



12 PART B CHAPTER 13 SECTION 1 January 7, 1987
The field H takes the form
H = (v)B)/po + He)&y + (v1BL/1mo)éL = Hj&) + H &y, (B.13.1.78)
from which one can deduce that
H = (Hjcos ¢5 + H. singg)éx + (Hysingg — Hy cos¢p)éy.  (B.13.1.79)

By using the inverse transformation on the unit vectors, namely,

x\_(cosbs —sines) (g
( Y ) - ( sin¢g cos P ) ( &, ) J (B.13.1.80)

one can show that

@ O

B = (Bx cos ¢ + By Sill¢E)é|| + (-—BX sin¢g + By COS¢E)éJ_. (B.13.1.81)

This gives B and B, (and hence H| and H, in terms of Bx and By.
After making the substitutions, one finds that

Hy = [('y” cos? ¢ + 71 sin® ¢E)Bx /10 + sin 2¢E(’Y” —41)By /(2u0) — H. cos ¢)E],
(B.13.1.82)
and -

Hy = [sin2¢p(v) — v1)Bx/(21) + (vysin® @g + 1 cos’ @g) By /110 — H.. sin $].

(B.13.1.83)

This can be written as

Hx 1 yxx 7xvy ( Bx Hex
= — — B.13.1.84
( Hy ) Lo ( XY  TYY By Hey )’ ( )
where

Yxx = 7| cos’ ¢ + vL sin’ g (B.13.1.85)
TXY = si112¢,.;(7|| —v1)/2 (B.13.1.86)
Yy =7 sin® ¢g + v cos? g (B.13.1.87)
H.x = H_cos ¢ (B.13.1.88)
H.y = H.sin¢g, (B.13.1.89)

. . . - i -
which defines the symmetric reluctivity tensor ¥ and the coercive force He.

Easy axis on an ofl-center circle. Although {lere is no natural material
for which the direction of the easy axis is a function of position in the plane, one
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Fig.B.13.1.7: An example of a magnet constructed from wedge-shaped blocks of
permanent magnel material with the easy axis in each block having a different
orientation.

»
PO
e

Fig. B.13.1.8: Definitions of parameters in ofl-center anisotropic materials.
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can construct a magnet from blocks of permancent magnet material with each hlock
having its own orientation. Au example of this is shown in Fig. B.13.1.7. PANDIRA
will handle the case when the direction is a function of angle around the center of
a circle. The center of the circle need not coincide witli the origin of coordinates.
Figure B.13.1.8 shows the geometry of the easy axis in such a material. The ori-
entation of the easy axis is determined by thiree parameters (X4, Y4, 44). Relating
these parameters to the reluctivity tensor Y and the coercive force vector H. is
a matter of coordinate transformations. There are three coordinate systems that
enter into the formulation,

(&),81) — (&, &,) — (&x, éy). (B.13.1.90)

In the (&, &,) system, the tensor Y and the vector H, are the same as described in
Eqs.(B.13.1.85) through (B.13.1.89) above. The axes (&, &,) change as a function
of (x,y). The (x,y) coordinates are rclated to (X,Y) by a linear transformation. Let

X =Xéx +Yéy =(X, +x)éx +(Ya+v)éy, (B.13.1.91)
and
€\ cos @ sin 6 éx (D.13.1.92)
& /) \ —sinf cosf éy J’ e
where
cosf = (X — Xa)/[(X — X4)2 + (Y — Y)?]'72, (B.13.1.93)
and :
sind = (¥ —Y4)/[(X — X4)? 4 (Y — Y,)?]Y/2 (B.13.1.94)
From Fig. B.13.1.8 one sees that
é" _ cOS ¢A sin ¢A éx -
(8)<( oser oo (5) 13109

Either by multiplication of the matrices or by looking at Fig.B.13.1.8 again, one
can show that

& cos(pa+8)  sin(da+0) \ [ éx
( & ) ( —sin(¢a +8) cos(¢pa +8) ) ( ey ) - (B.13.1.96)

The derivation of the components of Y can be completed as we did before for the
fixed direction case. The only difference is that ¢g is replaced by ¢, + 0(.X,Y).

. . = . ops .
The reluctivity tensor ¥ and the vector H. are now functions of position in the
material.

1 the input to PANDIRA, the parameters are defined by the equations

ANISO = ¢5,GAMPER = ~,, HCEPT = —H., (B.13.1.97)



January 7, 1987 PART B CHAPTER 13 SECTION1 15

and 1 is determined from B,, that is, from Fig.B.13.1.5 we see that
N = B./(10H,). (B.13.1.98)

With this as a background, we now write down the integral equation used in
PANDIRA to find the veclor potential, namely,

f[fr' V x A+ proHc] - dl = ngJ . da. (B.13.1.99)

In Cartesian coordinates we once more choose the gauge

V.A =0, (B.13.1.100)
which requires that

A= A&, (B.13.1.101)
and

J=Jy,=0. (B.13.1.102)
Equation (B.13.1.24) beconies '

B8A, 8A,
.i [Yes e~ T o poH.zldz (B.13.1.103)

GA 8A

+[‘Y=y“67z - ‘)‘W—ag:i + poHoyldy = po fA J.dzdy.

This complication does not prevent one from applying the same numerical metliod

discussed in Section B.13.6 Lelow to find the solution. If A; is a linear function of
x and y as in Eq.(B.13.1.25), then Eq.(B.13.1.103) reduces to

[‘Yu‘idin + ‘nyfdy]bm + [‘Yﬂ«fcd3 + Yoy fcdy]bu =
po[J.A — Heo f dz — H, f dy]. (B.13.1.104)

This, like Eq.(B.13.1.26) is still a non-linear equation in b, and b,. Since the v’s are
functions of b, and by, the equation must be solved iteratively.

B.13.1.6 Anisotropic Electrostatics in Cartesian Coordinates.

The basic equations for ferroelectric materials are

V.D=p (B.13.1.105)

V<xE=0 (B.13.1.106)
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E=-VV (B.13.1.107)

D = ¢g ke ‘E + D¢ (B.13.1.108)

As in the magnetostatic case, one cau define an easy axis and a hard axis for the
material. T'his resulls in relations analogous to Li¢s.(B.13.1.68) itlirough (13.13.1.89)
witli the correspondances

H—D (B.13.1.109)
B E (B.13.1.110)
Y — Ke (B.13.1.111).
o — 1/eq. (B.13.1.112)

The coordinate transformations (Eqs. (13.13.1.90) - (B.13.1.96)) are the same, The
integral equatiou for the scalar polential is a straight forward generalization of
Eq.(B.13.1.27), namely,

fs(ne-vv + De/ee)-ds = 1 Vpdv. (B.13.1.113)

€0

The derivation leading to E¢.(B.13.1.36) is essentially unchanged. The final result
is

~%l(""'e +VV 4 De/eq) - ds = ‘If{f("':c -VV 4 De/€g)ydz — f("'e -VV + Dc/fo)zd!}}a
S c c

(B.13.1.114)
and Eq. (B.13.1.38) now takes the forn

r v
f[ﬂm v . Rew%; + D.,/e0ldz (B.13.1.115)

£
av av i
_ f [Kees g + Rerw g, + Dee/coldy = fA pdzdy.

&

A comparison with the magnetostatic result, Eq.(B.13.1.103) reveals distinct difl-
ferences in interpretation. The two equations take the same form if we make the
substitutions

VA, (B.13.1.116)




b - oo
.
: .
‘
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p— J, (B.13.1.117)

€0 — 1/110 (3.13.1.118)

Kezz — Yy | (B.13.1.119)

Kezy = Keyz — —Yay (B.13.1.120)

Keyy . Yzz (B.13.1.121)

Doy — —Hee (B.13.1.122)

D, — H,, ~ (B13.1.123)

The interchange of components and signs is equivalent to changing ¢ to ¢g + 90°
when the easy axis has a fixed direction. This is not simply an interchange of hard
and easy axes.

(Since no one has reported running an anisotropic electrostatic problem on
PANDIRA, we are not sure if the above relations have been implemented in the
code. Tine constraints have not allowed us to check the coding itself.)

B.13.1.7 Anisotropic Magnetostatics in Cylindrical Coor-
dinates.

To find the correspr;t;dances between the cylindrical and Cartesian cases, one must
return to Eq. (B.13.1.99) and express VX, etc. in cylindrical coordinates. By fol-
lowing the steps taken in deuvmg Eq.(B.13. 1 47) one finds that

[‘Yrr az( _rAg) — h__ (-—T‘Ae) + poH.r ]d‘r (B.13.1.124)
T

f[zr—z—( T‘Ae)—i“(‘T‘Ae)'FMoH ] z

=y.o/A(-—Ja)drdz.

Comparisbn with Eq.(B.13.1.103) gives the correspondances

rAg — —A, (B.13.1.125)
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Jg — —J.
Yer/T — Yoz
Vrz/T — Y=y
Yoo /T — Yy
H, — .,

H.— Hcys

]

which are the analogue of E¢s. (B.13.1.50) - (B.13.1.52).

January 7, 1987

(B.13.1.126)
(B.13.1.127)
(B.13.1,128)
(B.13.1.129)
(B.13.1.130)

(B.13.1.131)

B.13.1.8 Anisotropic Electrostatics in Cylindrical Coordi-

nates.

The starting point is Eq.(B.13.1.113), which must be expressed. in cylindrical coor-

dinates. The resulting equation is

1% 8V 1
f; [(—rn,,,); + (—rn,u)g + ;;(—rDc,)] dr

av av 1
-+ -%C-' [(Tﬁerr) E' -+ ('f'hgrz) g -+ :o‘ (T‘Dn- )] dZ

1
= — [ rpdrdz.
€g JA

Comparison with Eq.(B.13.1.103) leads to the correspondances
V — A,
rp — J:
€0 — 1/uo

TKerr — —Yyy

(B.13.1.132)

(B.13.1.133)
(B.13.1.134)
(B.13.1.135)

(B.13.1.136)

-y —— .. SSs S sy R
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Thepz = TRezr — Yy
PHers = ~Yzz

T'Dcz — I!cz:-

SECTION1 19

(B.13.1.137)
(B.13.1.138)
(B.13.1.139)

(B.13.1.140)

{Once again, we have not verified that this correspondence is actually in the code.

Let the user beware!)
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B.13.2 Auxiliary Properties of Static Magnetic
and Electric Fields

The previous section showed how the static Maxwell's Equations give rise to the
generalized Poisson equation for the static electric (scalar) and magnetic (vector)
potentials. This section shows how the potentials are used to abtain the stored en-
ergy in the field, to obtain the fields and their derivatives, and to obtain tlhie forces
and torques on current-carrying coils and iron regions in maguetic fields. We will
also obtain the forces and torques on charged plates and dielectric materials. These
things will be done for both cartesian and cylindrical coordinates. In discussing the
fields and their derivalives in cartesian coordinales, we will make use of complex
variables and the theory of analytic functions. This will lay the Dbasis for the dis-
cussion of harmonic analysis and the use of conformal transformations, in Sections
B.13.3 and B.13.4.

B.13.2.1 Energy stored in the field.
The general expression for the energy in any volume V containing an electro-
magnetic field is .
£=-[(E-D+B.H)dv. (B.13.2.1)

»

For electrostatic problems the B - H—term is zero and for the magnetostatic prob-
lemns the E - D—tenn is zero. Our aim is to reduce this expression to area and
contour integrals over potentials in two-dimensional cartesian coordinates and cylin-
drical coordinates. We begin by substituting

E=-V¢ and B=V x A (B.13.2.2)

into Eq.(B.13.2.1) and using vector identities to get
£ = = [(~Vé¢e-D+V xA -H)dv (B.13.2.3)

[_v-(¢eD)+¢ev-D+v-(AxH)

DI N -
S S

+A.V xH]dv.

Green’s theorem can be used to turn the integral over the volume of the divergence
into an integral over the surface 8V. The result is

1 o
£= Ea.f(—qbeD + 4 x H) - da + Evf(qu, +3-A)dv. (B.13.2.4)
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2
Figure B.13.2.1: The arbitrary volume with 2-D, cartesian symmetry. The front
and back surfaces have area a,. T'he edge has area a; and width [.

where we have used Maxwell’s equations to express the volume integral in terms of
the charge density p and Lhe current density J.

Let us consider cartesian coordinates first. We assume that all functious are
independent of the z-coordinate. Consider an arbitrary volumme as shiown in Fig,.
B.13.2.1. The integration over z cau be done immediately. The front and back
planes have equal areas but opposite vector direction. This means that the surface
integral over the front cancels the surface integral over the back. The result is

- %f(—an +A xH) - da+(1/2) (o6 +3 - A)da. (B.13.2.5)

a2

The element of area on the ribbon edge can he written as
da = ds x dlz, (B.13.2.6)

where % is the unit vector in the z-direction. The magnitude of the vector ds is
the element of length along the counter-clockwise contour C enclosing the area a,.
See Fig. B.13.2.1. This means that we can turn the first integral into a contour
integral around the area a,. Furthermore, we nole that both J and A must be in
the z2-direction. With theses simplifications we find that

£ =(/2) [g[(—d;,D +AxH) dsxz+ f(pd>e + J,A,)da]. (B.13.2.7)

The first integral can be simplified further by using the vector idenities

D-dsx%=D xds -z = (D xds),, (B.13.2.8)
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and

AxH.-dsx%z = (AxH)xds-%=(ds-A)H -z)
—(H-ds)A -2 = —A.H-ds. (B.13.2.9)

The latter equality holds because H lias no z-component.

For cartesian symmetry tlie code calculates the energy per unit length using the
formula

g/l = %{G/ (pe + J. A, )dzdy (B.13.2.10)
+ y[ [(cbeDy — A H:)dz — (¢ D: + AzHy)dy] }
C

In all cases handled by POISSON tlie contour integral vanishes on the boundary
of the region because the boundary conditions are either pure Dirichlet (A, = 0
or ¢ = 0} or pure Neumiain (B -1 = 0 or E - fi = 0). For example, consider the
integral in E¢. (B.13.2.5),

/AxH-da.—..—/:dlfds(AxH-ﬁ), (B.13.2.11)
az C

where 1, being the normal to the ribbon area a3, is also the normal to the coutour
C. The differential ds is still the elemment of distance along the contour. Figure
B.13.2.2 illustrates the typical conlonr for one-quarter of an H-shaped magnet. As
seen from the figure, the the contour integral vanishes. The energy per unit length
reduces to

£/l = (%) / A.da, (B.13.2.12)
coil

whicl is % times the integral of the magnetic potential over the area of the coil.

For permanent magnet (PANDIRA) problems, where there is no current density,
the energy per nnit length should be calculated from the contour integral where the
contour goes around the permanent magnet material and not the boundary of the
whole region. The code does not calculate the energy per unit length for the case
of permanent magnets.

In the case of cylindrical symmetry, the volume ol integration might be illus-
trated by Fig. B.13.2.3. The energy integral can be written as

€= % f (—¢.D+A x H) -da+m / (pde + J - A)rdrds. (B.13.2.13)
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Figure B.13.2.2: The contour C {or a typical H-shaped magnet. A vanishes on three
sides because of Direchlet boundary couditions. A x H - 7 vanishes on the hottom
because A x H is parallel to the contour.

AREA a,

yda=rdg 8 xds

Figure B.13.2.3: Illustration of a general volune with cylindrical symmetry. The
cross sectional area is ay.
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The integral over the voliune of the torus has been simplified by an integration over
the cylindrical angle . Once again the surface integral can be reduced to a contour
integral by expressing the element of area as

da = rdfdsi = rdf x ds, (B.13.2.14)

where fi is the unit normal and 8 is the unit vector in the @ direction. See Fig.
B.13.2.3. After doing the integration on 6, noting that A and J only have 8-
components, antd D lias no #-component, we get

£ = ﬂ{f[(qﬁeD: + AgH )rdr 4 (—¢eD, + AgH.)rd=
C
+ /(pqﬁe + JeAa)rdrdZ}- (B.13.2.15)

The same arguments can be given to show thal the contour integral vanishes on the

boundary of the whole region, thus providing a simplification in POISSON calcu-
lations. Furthermore the authors of the code have chosen to ignore the integration
over the angle 8. The printed results are in units of Joules/radian. Once again the
energy is nol calculated for permanent magnet problems.

B.13.2.2 Fields and their derivatives.

In principle one could obtain the fields by numerical difirentiation of the po-
tentials, but this is not a very accurate way of doing it. Furthermore, since the
potentials are known only on points of the mesh, it would not he easy to calculate
fields at points other than mesh points.

What POISSON and PANDIRA do, is fit a power series to the potential at a
given point and then analytically take the derivatives of the series to get the field
and its derivatives. This procedure is not only more accurate, but can also take
advantage of the known symmetry of the magnet.

There is an important diflerence between the formulation of {he’problem in
cartesian coordinates and cylindrical coordinates. In the cartesian case one can
use the theory of complex variables, which has several advantages. The theory for
cylindrical coordinates is slightly liarder and will be treated separately at the end
of this section.

In two-dimensional, cartesian coordinates, Maxwell’s equations for the magnetic
induction are

5] 5]
— - = poJ 13.2.
a:c(7B“) ay(7B’) o, (B.13.2.16)
and .
5] 0 _
3. (Be) + @(By) =0, (B.13.2.17)
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Equation (B.13.2.17) can be salisfied by eilher

OA, aA, .
B =8 - ot (B.13.2.18)
or
1% v
B= —a—zét — a—yéy, (B.13.2.19)
where 22V
8*v
52 + By =0. (B.13.2.20)

The potential V(z,y) is not a solution of Eq.(B.13.2.16) unless the current density
J(z,y) vanishes in the region under consideration. I{ we niake one reasonable ap-
proximation, it is possible to reformulate the problem in terms of coniplex variables.
Since we are interested in finding the maguetic potential A,(z,y) in the vicinity of
a given point (z,y), we can assume that the reluctivity 4 and the current density
J are essentially constant in the vicinity of the given point. This means that we
can move the reluctivity out of the differentiation and to the right-hand-side of
Eq.(B.13.2.16). Oue obtains the equation

82/11 82Az Ho
== B.13.2.21
Ox? + ay? 5 (B.1 )

for the potential A.(z,y). The solution to this equation can be written as the
solution to the hlomogeneous equation plus a particular solution. It is easily verified
that

o]
A= A-E 2 4y, (B.13.2.22)
2y
where A 824
—Z =o. 13.2.23
5z * g7 = © (B.13.2.23)

We are now in a position to convert to the notation of complex variables.

Let z = z+ty be a number in the complex plane. Mathematically speaking, there
is an isomorphism between complex numbers z and points (z,y) in the cartesian
plane. In current free regions the components of the magnetic induction B can be
written in terms of either A or V as

dA ov
B,=242_-_22 ~ (B.13.2.24
ay ax ! ( )
and
84 ov
By=——= 5 (B.13.2.25)

These relations betweeen A and V are the same as the Cauchy-Riemann conditions
for a complex, analytic function
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F(z) = A 41V (B.13.2.26)
This is easily seen by noting that

OF dFo8: dF
o Rl (B.13.2.27)

and OF dF®: dF
or _dro=_ .er : B.13.2.28
dy  d:oy ds ( )

and hence

dF _8F  8F

= —— = . B.13.2.29
d: ax Jdy ( )
If we define a complex, magnetic-induction finction
B(z) = B, 4 iB,, (B.13.2.30)
then
dF
B(z)" =1i—=-. (B.13.2.31)

-
ar

where * denotes coniplex conjugation. As the notation imnplies, B(z) is also a
complex, analytic function, which means that B(z) can be expanded in a convergent
power series in the variable z, provided that B(z) is a single-valued function that
does not have a singularity in the region of interest.

From Eqs.(B.13.2.19), (B.13.2.20), and {B.13.2.23) we see that hoth A{z,y) and
V(z,y) satisfy Laplace’s equation. Inthe theory of complex variables, functions with
this property are called harmonic functions. Two other conseqnences of the Cauchy-
Riemann conditions are: 1. given the vector polential A(z,y), il is always possible
to find the scalar potential V(x,y) by integrating Eqs.{B.13.2.24) and (B.13.2.25);
and 2. the curves V(z,y) = v and A(x,y) = a are orthogonal to one another for
any constants v and a. Because the magnelic field lines are also orthogonal to the
lines of constant potential, one can use the orthogonality of A and V' to create plots
of the field lines.

Let us turn now to the power series representation of the vector potential about
a point z,. This we write as

A(z),p) = Re{z cn(z — Zo]”}, (B.13.2.32)
=0
or -
Az, n) =) [anm.n + (—b")vl,,,}, (B.13.2.33)
n=0
where

Cn = @n + by, (B.13.2.34)
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and
(21 — 20)" = U + W10 = un(Ti — To, ¥ — Yo) + Wn(®i — To, ¥ — Yo). (B.13.2,35)

The polynomials u, and v, are called harmouic polynomials hecause they are also
solutions of Laplace’s equation. Table B.13.2.1 shows the first 10 harnmonic polyno-

mials.
Table B.13.2.1

The First 10 Harmonic Polynomnials®

n__un(xy} — vn{x,y) —

1 x Yy

2 22 -2 2zy

3 x3 — 3ry? 3%y~ ¥

4 =t 62?1 4t 4xdy — 4z’

5 2% —10z%y? + Byt Sxly — 10233 4 f

6 2% —152%F 4 162yt — ® 828y ~ 20237 + 6xy®

7 2" — 21257 4 3523yt — 7y 758y — 35aMd + 2125 — 7

8  z%- 28252 4 7xiy? — 28275 4+ 8 8z7y — 5828y 4 562%,F ~ Bxy”

9 =% — 362"y + 12625y — 842%° + 9xy® 9xBy — 8428y 4 1262%y5 — 362%y7 + *

10 2% - 45282 4 2102%y" - 2102%° + 45278 — y'® 1029y — 12027y + 252258 — 12023y + 10zy°

9The polynomials used in Ex;.(B.13.2.33) aré obtained from thé‘polyuomials i the table
by replacing = by {x; — 20) and y by {y1 ~ yo)-

(rq.yq)

Figure B.13.2.4: First, second aud third neighbors of a given point (z;,y,} on a
regular triangular mesh. Points 2 tlirough 7 are nearest neighbors; points 8 throngh
13 are second neighbors; and points 14 through 19 are third neighbors. The origin
for the series expansion is (z,,y,).
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The coeflicients a, and b, are determined by truncating the power series at N
terms and least-squares fitting the function A(x,y) at neighboring points on the
mesh. On a regular iriangular mesh there are 6 first nearest neighbors, 6 second
nearest neighlors and 6 third ucarest neighbors, as illustrated in Fig. (B.13.2.4).
Even after the mesh is distorted to conforim to the boundaries of the physical regions,
one can still identify these 18 points. Holsinger aud Halbach lumyp the second and
third neighbors togetlier and call them second ncighbors in the distorted niesh.
Hencelorth we will speak of six first neighlhors and 12 second neighbors.

Suppose that we make a column matrix of the values of A(x,y) evaluated at
the pomt (xy,y,) and the first 18 ncighbors of the point (zy,7,). We can make a
column matrix out of the first N = 7 pairs of coefficient (a,,b, ). Next we construct
an 19 x 14 matrix Z, whose rows are the coordinates of the points raised to the
appropiate power and expressed in terms of the harmonic polynomials. Equation
(B.13.2.33) can be written as

Equation (B.13.2.36)

- - - = - -

1 0 wy,y v wma -+ g ado A(xy, Ul)
1 0 uzy wva1 ugg - Uag bo A2, y2)
1 0 U3z 1 Us,1 U392 L 136 a, — A(JY3, yg)
| 1 0 upey wmer win2 o vigs | | —bs | | A(z19,419) |

or in madirix form

ZC = A (B.13.2.36)

Because the mumber of rows in Z is larger than the number of colnmns, this set
of linear equations must be solved in the least-squares sense. 1'here exist standard
subroutiies for doing this. One advantage of using least-squares is that the analytic
function A(z,y) will be smoother in tlie neighborhood of (x,y,) than the values
determined by POISSON in the neighborhood of this point. One disadvantage of
this approach is the power series developed avound the point (z,,y;) may not be
consistent with the power series for the potential developed around the neighboring
points (z2,y2), etc. In particular, artificial discontinuities are sometimes seen at
points midway hetween neighboring points. This is a result of the truncation of the
power series. The accuracy of the approximation depends on the distance hetween
mesh points in the vicinity of the given point and the how rapidly the function
A(z,y) is changing. Let the user beware!

One way to make the power series expansion more accurate is to increase the
number N, while still keeping tlie number of unknown coefficients a, and b, less
than the 19 data points used in the least-squares fit. This can be done if Lthere is
any symmetry to the magnetic field. Suppose that the point (z,,¥,) is a symmetry
point of the magnet, that is, suppose that an axis of rotational symmetry passes
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a. 4-FOLD ROTATION b. 4-FOLD ROTATION

N

¢. REFLECTION d. REFLECTION WITH
CURRENT CHANGE

Ty
&y

A
‘ol

Figure B.13.2.5: Four basic types of symuneiry that can occur in magnets: a. rota-
tion, b. rotation and change of polarity, c. reflection, and d. rellection and change
of polarity.

through this point or that this point lies in a plane of reflection symmetry. If
there is a rolational axis, then some of the coeflicients ¢, must vanish. If there
is a reflection plane, then ¢, must he a real or iinaginary number, depending on
whether reflection changes the sign of the field or leaves it the same. Figure B.13.2.5
illustrate four types of symmetry that can occur in magnets. Figure B.13.2.5a shows
a case of four-fold rotation symmetry for which no change in field polarity occurs
with the rotation. Figure B.13.2.5b shows the same four-fold rotation symmetry,
but this time, the field changes polarity. The change of polarity occurs because the
current generaling the field changes direction. This is like a reflection through the
plane of the paper. Figure B.13.2.5¢c shows a case of reflection symmetry, where {he
refleclion plane is perpendicular to the plane of the paper and passes throngh the z-
axis. Finally, Fig. B.13.2.5d illustrates a reflection symetry in which the polarity
of the field changes sign. All other symmetries used in the codes are combinations
of these basic symmetries. One can construct the set of all syminelry elements
that leave the potential function A(z,J) unchanged and use quite general group-
theoretical niethods to eliminate some of the coeflicients ¢,,. The symmetry is simple
enough that we will not introduce the full group-theoretical appartus.

Let us treat the rotational symmetry first. The effect of a rotation by an angle
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a on a point (z,y) is

2\ [ cos(a) —sin(a) x _
( v ) B ( sin(a)  cos(a) ) ( y ) . (B.13.2.37)

In complex notation this can be written

2’ = exp(ia)z. (B.13.2.38)

The effect of this rotation on the vector potential is

Ale™*z) = Re{ i c,.(e-"“"):"}. (B.13.2.39)

n=0

Henceforth, for convenience we shall assume that the symmetry point z, is the
origin of coordinates. If this rotation is to leave the function invariant, then all the
coefficients ¢, must vanish except for n such that

ina

e =1 = ¢ MM, (B.13.2.40)

where M is any integer. Furthermore, we know that the angle @ must be some

fraction of the number 27. Let us write & = 2m/m and solve Eq.(B.13.2.40) for n.
The result is

n=mM. {B.13.2.41)

For example, in the case illustrated in Fig. B.13.2.5a, m = 4 and the only nonvan-
ishing coeflicients are ¢,, ¢4, ..., Cam-

If the rotation changes the polarity of the field, as illustrated in Fig. (B.13.2.5b),
then the condition for nonvanishing coefficients is

A(e™my —J) = Re{z cn(—J)e"z"i"/"‘Z"} = A(z,J). (B.13.2.42)
n=0

Since clianging the direction ol the current must change the sign of the potential,
we will assume that

en(—J) = —cn(J) = €™ cn(J). (B.13.2.43)
It can be shown that this is equivalent to the condition that
cos(2mn/m) = -1,  (B.13.2.44)
hence the argument of the cosine must be an odd multiple of ,

2mn/m = w(2M + 1), {B.13.2.45)

or
n=m(2M + 1)/2, (B.13.2.46)
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Since n is an integer, m must he an even integer.

Let us now discuss tlie effects of reflection syinmetry. This symmetry does not
eliminale any of the coefficients, but instead tells us whether the ¢,’s are real or
imaginary. The coordinate system can usually be arranged so that the z-axis is
in a plane of rellection. This means that {lis reflection, whiclh changes (& + iy) to
(x —1y), is equivalent to complex conjugation. The eflect of reflection on the vector
potential is to replace z by z* in its argument. The invariance condilion hecomes

n=0

A(z") = Re{i c,,(J)(:')"} = A(z). (B.13.2.47)

It can he sliown that
()" = (2")" = up — tvn, (B.13.2.48)

and hence invariance requires that
Re{ca}un + Img{c }vn = Re{cn}un — Img{ca}vn. (B.13.2.49)

This implies that Img{c,} nmust be identically zero. In the same manner, it is easy
to show that when A(z,J) is invariant under reflection followed by a change in sign
of the current, which changes cn(J) to —¢,(J), that Re{c,} must vanish.

In summary then, symmetry redices the number of unknown coefficients a,, and
b,. This means that one can iuclude higher powers in the least-squares fit to the
power series representation of the vector potential in the vicinily of a symmetry
point. The use of synunetry also reduces the amoint of information needed to
generate the mesh for the problem. For example, ouly one-fourth of an li-shaped
dipole magnet is required to describe the field for the full magnet. This will be
discussed further in Sec. B.13.5 “Boundary Conditions and Meshes.” Finally, it
should be noted that the scalar potential

V(z,J) = Img{z cn(J)z"} (B.13.2.50)

n=0

satisfies the same symmetry conditions and is easily generated.

Given the power series for either the vector potential or the scalar potential, it
is easy to generate analytic expressions for the magnetic field and its derivatives.
The magnetic field is given by

L {dF\ pod
B(z)——z(dz) B 2y

The second term comes from the particular solution to the inhomogenous equation.
See Eqs.(B.13.2.21) and (B.13.2.22). Substitution of the power series for F(z) gives
the result

g .0
[B—y(mz +v%) - %a(w’ + yz)] : (B.13.2.51)
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B(:) = B,+iB, (B.13.2.52)

N
= —{Zn(anl'n—l -+ b,,u.n_l] + ﬂon/7

N
+i lz n(@utn_y — batn_q) + llo-]:v/‘y] }

n=1

The first derivatives of the ficld are found as follows. Special care must be takeu
regarding complex conjugalion. The derivative of the complex potential F'(z) can
be written '

dF

J _
= =i [B- _ "%(y + i:r)] = [-B, - iB.]. (B.13.2.53)

From this we can derive the Cauchy-Riemann conditions on the analytic function

dF(z)/dz, namely,

= —1 =1 — 3.13.2.5:
d:? 9z Oz dy Ay’ (B Y
or oF 5
B. B,
B.13.2.55
dy Ox ( )
and — -
4B, aB,
= ——=. B.13.2.56
oz = oy ( )
Furthermore, since the power series for the second derivative can be written
d*F X
oz = Ln(n —1)caz"2 (B.13.2.57)
~ n=2
o |
= L n(n — 1){(anttn_z2 — bpvn_2) 4 i(antn_2 +bnu,,_2)] },
n=2
it follows that
aBr N J 2/
3y = — Zzn(n ~ 1)(@nttn_z — bpvn_2) + tad /vy (B.13.2.58)
and
9B, i (n — 1)(anvp_2 + bpttn_2) (B.13.2.59)
= nmn — nPn-2 ntin_2)- . palia
ay n=2 :

As seen above, syinmetry simplifies these general expression even further.
The electrostatic problem can be formulated in terms of the same complex po-
tential F(z). The only difference comes in the definition of E as the gradiant of A
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instead of as the curl of A. This can be seen as follows. If we make the approxi-
mation that the dielectric constant ¢ and the charge density p are cousiant, then
Maxwell's equations are

VxE=0 (BB.13.2.60)

and

V.E =p/e. (B.13.2.61)
Equation (B.13.2.60) has a solution of the form

av a8V

E=—¢éx—-_—¢ B.13.2.62

ay €x 8z Y ( )

in two dimensions where the function V(z,y) satisfies Laplace's equation. The
solution to Eq.(B.13.2.61) can be writlen in the forin

-

EEW A _
E= —é—;ex - —a—;ey, (B.13.2.63)
where
A(2,y) = Alz,y) - (e +y?)/(26) (B.13.2.64)

and A(z,y) also satisfies Laplace’s equation in two dimensions. The electrostatic
potentials A and V are completely analogous to the magnetostatic potentials except
for physical units (Volts as compared with Tesla-meters) aud the fact the electric
field is calculated as the gradiant of A as compared with calculating the magnetic
induction as the curl of A.

In the discussion so far, we have assiumed cartesian symmetry. The whole scheme
will also work for cylindrical symmnetry, but some chauges have to be made in the
formulas. The isomorphism to the complex plane is lost. The scalar and vector
potentials must be treated separately. One wishes to express the potentials in the
vicinity of a point (2,,7,) as a sum of polynomials. For convenience of writing
we shall assume that the point (2,,7,) is the origin of coordinates. For the scalar
potential we wrile

V&w)=§j%w@w%—ﬂéﬁ+zﬁx (B.13.2.65)
n=0 €
where .
Va(2,7) = ) V2" (B.13.2.66)
m=0

These polynomials must satlisfy Laplace’s equation in cylindrical coordinates, namely,

v, 18, 6v,
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It can be shown, by carrying oul the above differentiations, that

Uny = 0 (B-13.2.68)
for all n and

(n—-m+2)(n—-m+1)
m?

Vam =

Unm—2- (B.13.2.69)

Taken togetlier, these relations imply that v,, = 0 [lor all odd . Table B.13.2.II
gives the first five polynomals.

Table B.13.2.I1. Harmonic Polynomials for Cylindrical Coordinates

n Scalar Potential v,

e —— mim e v e — - o e m e —

Vector Poteutial v,

1 =2 r

2 22-r2/2 zr?

3 2 -—32r%/2 22r? — /4

4 2% —32%r%2 1 3r/8 2%r? — 3z2r1/4

5 254237 /3 4+ 211/2 %% — 3:%1/2 + r8/8

The 8-component of the veclor potential Ag(z,7) also can be written as a sum
of polyuowials, but it is more convenient for computational purposes to multiply
Ap by r and write a polynonjal series for the product, namely,

> J
TAQ(T, Z) = L anun(zvr - %_TS, (B.13.2.70)
n=1 ’Y
where n
un(z,7) = O Upm2" M, (B.13.2.71)
m=0

and where the u,(z,7)'s must satisfy the V x V x A equation

&, afLa ttoJ 3
32" As) + o [; 5;(“49)] == (B.13.2.72)
Ouce again, it can easily be shown that
Uno = 0 (B.13.2.73)
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for all n, and

(n—m+2)(n—-m+1)
nm — — - u'nrn—. . B-13-2.74
. (m?2 —-1) 2 ( )
Taken together, these equations imply that wu,, = 0 for even n. The first five
polynonials are given in Table B.13.1[ above.

The coeflicients a, and b, are obtained by doing a least squares fit to tlhe po-
tentials at {lie nodes of the mesh as described alove for cartesian coordinates.
For electrostatic problems the field components are

av oo n"
E,= -5 =- ,; 2:0 (R = )bt 2™ 7™ 4 %z (B.13.2.75)
and ,
8"’ — a n-m_m-—1 P L
ET = —-—a:' —‘r; = I)Illn"l" ™ + 1'6'7‘. (B.13.2-‘6)

where the prime on the summation symbol meaus a summation over even values of
m. For magnetostatic problems tlie components of the induction are

108 o 1 Ho
e w2zt M - —J B.13.2.77
B. rar(rAe ,;321 (m + 1)a,u T " T ( 7)
and
18 o
B, = _—a—(rAe) ==Y (1 = M)aptunmz™" ™11, (B.13.2.78)
r oz n=2m=1

where tlie double prime on the summation symbol means a summation over odd
valies of m. The program does not calculate any derivatives of the electrostatic
field. It does calculate the r-derivative of B, whicl is given by the formula

o0 n
=> > (m+1)(m~ Daptnmz" mrm"2 — Fog. (B.13.2.79)"
n=3m=3 Y

This ends the discussion of fields and their derivatives. The coding associated with
this section is found in subroutines WORK and CWORK, which are contained in
the program LIBSO.

B.13.2.3 Forces and torques.

Consider a conductor of cross sectional area S with the current flowing in the
z-direction as shown in Fig. B.13.2.6. The force F on a section of thickness d=z is
given by the formula

F= dz/J x B dzdy. (B.13.2.80)
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da= (d2x éz) dz

>4

7

ol |

Zz

Figure B.13.2.6: Conductor of constant cross section with current flowing in the
z-direction.

We will assume that the current density J is constant over tlie cross section, that is,
independent of z and y. The magnetic induction B is iudependent of z and hence
the vector potential A need ouly have a z-component; thus we can write

aA. _ ad.; _
B=VxA= —5y—ex — —a‘r—'ey. (B13.281)
It follows that we can write J x B in the form
94, . 04, _
JxB= J;(-é:—n—ex + E;ey). (B13282)

We would like to use Stoke’s Theorem to convert the integral in Eq. (B.13.2.80)
froni an area integral into a line integral. First we must convert the integral into
vector form. Let the vector differential area be written as

dS = dxdy é&,. (B.13.2.83)
Note that the following identities are true:
OA;
1.8 = —— .13.2.
[V x (A:8y)ls = - (B.13.2.84)
9A;
[V X (Aéx)]: = ay‘. (B.13.2.85)

Using thiese identities, we can write the force as

F = J.d: Uv x (A:8y) - dS &x — /v x (A.8.) - dS éy]. (B.13.2.86)
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Stoke’s Theorem can now be applied to each integral; the result is
F = J.d- (}{n Ady - dl &y — }[C Asex-dl éy). (B.13.2.87)
This can also be written as
F = J.dz ( § Audy & - fc A.dz éy). (B.13.2.88)

This is the formn of the force on a curreut carrying element used in the code called
FORCE.

The general formula for the torque on a thin slice of the conductor is given by
the formula

T = dzf r x (J x B)dady, (B.13.2.89)
s
where
r = réx + y€y. (B.13.2.90)
By using Eq¢s.(3.13.2.81) and (B.13.2.82) we find that
8A. 8A;
rx (JxB)= Jz[:ra—y' - 1éz. (B.13.2.91)

Once again, we want to convert the area integral into’ a coniour integral. The
following identity is true:

8A, A,
A% — =; - . .13.2.
[V x(—A,x); ==z By U (B.13.2.92)
It follows thal the torque can be written successively as
T = —J.8,dz f V x (A.r) - dS (B.13.2.93)
s
or
T=-Jdz¢ A.r-dl 13.2.
zfc T (B.13.2.94)
or
T = —Jd=( j[ A.cdr + )[C A,ydy). (B.13.2.95)
c

This is the form of the torque on a current carrying element used in FORCE. Note
that the torque vector is parallel to the current density J.

For problems with cylindrical symmetry, one calculates the force and torque on
a thin wedge of inaterials. See Fig. B.13.2.7 for a picture of the geometry in the
case of a toroidal conduclor. For a general conductor, the cross section need not be
a circle. The force on a wedge of angular width df is given by the formula

F = df fs JxB rdrdz. - (B.13.2.96)
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Z‘ d;=rd9(@9 x d7)

Figure B.13.2.7: Picture of a cylindrically symmetric conductor carrying a current
density J. Note that J = —Jé&g and e = &, x &,

Assuming that J is independent of r and =z, and that B is independent of 8, one
finds that

10 18
J b4 B = —J ——-(T‘Ag )ér + _'_,—"(TAG )éz (B.]3.2.97)
r Or r 0z
aud hence the force is
o . o -
F=—Jdf / 2 (rAg)drdzé; + / I (rdg)drd=a,|. (B.13.2.98)
s Or s Oz

We see that the function r Ay in cylindrical coordinates is just like the fimction A, in
cartesian coordinates. The change from area integrals to line integrals is completely
analogous. The final result is

F = -Jd¢ [frAgdzér — f‘rAgdréz] . (B.13.2.99)

c

The final equation for the torque in cylindrical coordinates can e shown to he

T = Jdo [/ Agridr + ij,,rzd;] . (B.13.2.100)

The ahove treatment must be generalized when one wants to calculate the force
and torque on the iron, whicl doesn’t carry a current density J. We will generalize
the problem further by simultaneously treating electric as well as magnetic forces.
The force density on a piece of ponderable matter is

f=(p+pp)E+(J +J.) x B, (B.13.2.101)

where p, is the polarization charge and J,, is the magnetizalion current density
caused by aligning atomic magnetic dipoles. It is shown in the textbooks® that
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pp=—V.P (B.13.2.102)
and
Jo =V xM, (B.13.2.103)
where
D=¢gE+P (B.13.2.104)
and
H =78 - M. (B.13.2.105)

Maxwell’s equations in the static approximation are
V-D=p (B.13.2.106)

and
VxH-=UJ. (B.13.2.107)

Equations (B.13.2.101) through (B.13.2.107) give the following equation for the
force density,
f = e(V - E)E 4 10(V x B) x B. (B.13.2.108)

We next use two vector identities to convert this equation into one involving the
electromagnetic stress tensor. 1t can he shown that

V.(EE) = (V-E)E + (E- V)E (B.13.2.109)
and
V(E-E)=2Ex (VxE)+2(E-V)E=V.(E-E I). (B.13.2.110)

Equation (B.13.2.109) is the divergence of a tensor formed from a product of tle
field vectors. Equation (B.13.2.110) is the gradiant of the scalar product. The
gradiant can also be written as the divergence of a diagonal tensor. Combining
these equations gives the relation

(V-E)E=V.[EE — %EE 7-Ex(VxE). (B.13.2.111)

The last term in this equation is zero l,ecause of Maxwell's equations. The quantitiy
in the square bracket is the electric part of the electromaguetic stress tensor,

=(E) 1 =
S = ¢[EE - EEE I. (B.13.2.112)

The magnetic part of the force also can be expressed as the divergence of a
tensor. We use the same vector identities written in terins of B,

V.(BB)=(V-B)B+(B-V)B (B.13.2.113)

| | | [ ] [ ] | B | ] [ ] [ ] [ [ ] ] [ 3 [ ) [ | T [ [
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and
V. (B-BI)=2Bx(VxB)+2(B-V)B. (B.13.2.114)

Combining these equations gives

1

. (VxB)xB:V-(BB—EB-B?)~(V-B)B. (B.13.2.115)

The last term vanishes because of Maxwell’s equations. The magnetic stress tensor
is defined as

S =+BB - §B -B I]. (B.13.2.116)
The total force on a volume V is
=(E}) =(M)
F = fvv.(s +5 v (B.13.2.117)

This can be transformed into a surface integral by Green'’s theorem

=(E) =(M)
F=fs(s +5 ) -da. (B.13.2.118)

Let us consider the volume shown in Fig. B.13.2.6. For two dimensional carte-
sian symmetry, we know that B, = 0 and B is independent of tlie z-coordinate.
This means that the integral over the front and back surfaces contribute nothing to
the surface integral; da is perpendicular to B and E and therefore

(EE + BB)-da = E(E-da) + B(B-da) =0. (B.13.2.119)
For the (E - E + B - B) term, the contribution from the front face cancels the
contribution froni the hack face. The integral on the ribbon edge of thickness dz is
the whole integral. The differential area da can be written

da = —dl x &;dz = —(dyéx — dréy)dz, (B.13.2.120)

where the differential vector dl is pointing counterclockwise along the contour of the
edge. The integrand is independent of = and therefore the surface integral becomes
a contour integral in the zy-plane. After some tedious vector algebra the contour
integral can be expressed in cartesian components. The resulling expressions for
the coniponents of the force are

F. =1d: {eof[(Ei — El)dy - 2E,,Eyd:r] (B.13.2.121)

+70 f [(BZ ~ BX)dy — ZB,Byd.r]}
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and

F, ='d: {sofl(Ei—Ej]dm+2E,Eydy] (B.13.2.122)

1
2
7o f l(B: ~ B%)dz + 2B,Bydy] } .

The beauty of these results is that in deriving them we had to make no assump-
tion about the linearity of the relation helween the fields E and D and between B
aud H. They are true with and without external charges and currents. Further-
more, there was no requirenient that the charge or current deusities be coustant over
the cross section of the material. The parallelism between the electric and magnetic
parts of the force suggest that the coding will be the same for electrostalic and
magnetostatic problemis.

For completeness we give tlie forinulas for the torque in cartesian coordinates,
and for the force and torque iu cylindrical coordinates. Because of the parallelism
between electric and maguelic forces, only the magnetic part is recorded in these
formulas:

1 2 a
T, = d= (‘Yof{[szBy - 5.‘/(3; — By)ldy +

[%I(B: — B2)+ yB,By]d:c}) (B.13.2.123)
F = —~df f[r(l{Bz — B?}dz — B, B.dr)é,
2 r b4 r z
+r(—21- {B? - B}dr + B,B,dz)e,]} (B.13.2.124)

T = ~df&e(6) f { [,’—;(33 . rB,B,] rdz
— [g(Bf - BY) ¢+ zB,.B,] rdr}. (B.13.2.125)

Note that the torque depends on the angle # through the unit vector €. When
integrated over the angle @ the result is identically zero.

In the case of cartesian sumnnetry it is interesting to note that the magnetic
force and torque can be written in comnplex variables as

F=F. +iF, = %Dyoi f Bd>" (B.13.2.126)
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and
T, = é L’ych{ # z(B’)zd::}. (B.13.2.127)

This concludes the discussion of auxiliary properties.
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B.13.3 Harmonic Analysis

Harnionic analysis of the field gives a numerical estimate of the multipole con-
tent of the field in the gap of a magnet. Itigure B.13.3.1 illustrates the parameters
involved for an H-shaped dipole magnet. One generally chooses a point. (usually the
origin of coordinates for the problem) about which to do the analysis and a radius
r of a circle about that point. The radius r should be chosen so that the circle does

IRON

N

Figure B.13.3.1: One-quarter of a symmetric II-shaped magnet. The harmonic
analysis will be done about the center of the gap on circular arc of radius r.

not enclose any iron or coil region. The distance between the circle and the pole
piece should be larger than the mesh increment DY.

The mathematical theory is based on the idea that the vector potential A(z,y)
can be thought of as the real part of a complex function F(z = z= + 1y). This idea

is explained in Sec. B.13.2 above. The function F(z) can be expanded in a power

series -

F(z) = Alz,y) +iV(z,y) = D (cn/Trorm)z™s (B.13.3.1)

n=0
where Th,.m is a normalization radius. With this definition, the ¢,’s all have the
sanie units, e.g., gauss-cm. If we let
Cn = ay + ibn, (B.13.3.2)
and
2" = u, + 1v,, (B.13.3.3)

then the vector potential is given by
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oo

A(z,y) = }:(anun bnvn)/Thorm: (B.13.3.4)

n=0
The quantities u, aud v, are called harmonic polynomials; the first ten of them
are found in Table B.13.2.1. Anyone familar with mmagnets will recoguize that they
generate the regular and skew multipole fields. This means that the representation
of the potential in terms of this power series is equivalent to a multipole decompo-
sition of the potential.

To do the decomposition, we must (ind the coelficients a,, and b,. This is cone
by evaluating the potential on the circle. The simplest way to do this is to go to
polar coordinate in the complex plane, expressing z by the formula

z = rexp(iy), (B.13.3.5)

and the coefficients ¢,, by the formula
cn = |cn| exp(ice,) = |cn| cos(an) + 1|cn] sin(ay,). (B.13.3.6)

Wlen these relations are substituted info the formula for the vector potential, one
obtains the sequence of equations

Afr,p) = R{i(m) e }
_ f:(

=0

) |en] cos(a,, + ny)

Trnorm

3

L ( ) [|c,,| cos(ap) cos(ny) — [cal sin(an)sin(nw)]

n=0 rnornl
This is in the form of a Fourier series in the varialble . Fourier analysis theory tells
us that

)n [an cos(ny) — basin(ne))]. (B.13.3.7)

wal' m

LY A, p)dp, b =0 B.13.3
%—EL (T‘,w) ¥y On = U, ( 13. '8)
1 norm * 2m
an = —(T ) f A(r,p) cos(np)dp, n >1 (B.13.3.9)
m T o
and 1 o o
bp = —— (rrwr'rn) f A(ryp)sin(np)dyp, n > 1. (B.13.3.10)
m r o

The circle of integration should not include any part of an iron or coil region, be-
cause this is inconsistent with the assuniptions underlying the use of the comnplex
potential F(z).
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To take advantage of the magnet symmetry, Holsinger introduced two parame-
ters into the integrations. Cousider the magnet shown in Fig. B.13.3.1. Because of
the field symmetry one does notl need to integrate from ¢ = 0 to ¢ = 2n. In this
case, it can be shiown that {he integrals from ¢ = 0 to ¢ = 27 are four times the
integrals from ¢ = 0 to ¢ = 3.

We can generalize the limits of integration to be from ¢ = ¢, to ¢ = ¢, where
¢ is measured from the horizontal axis (x- or r-axis). The new definitions of the
harmonic coeflicients are:

1 b
R —y /;‘A(r,go)dgp, bo = O, (B.13.3.11)
2 ¢ (Trorm \"
a, = ety /‘( - ) A(r,p) cos(n @), dyp, (B.13.3.12)
2 ¢ rnorm n .
b, = vy /;'( . ) A(r,p)sin(n ¢),dy. (B.13.3.13)

The coeflicients aq and bg are not needed to calculate the magnetic field and are
not printed out by {he program.

The integrals are done numnerically by converting them to summations. To make
this conversion we let b ¢
- ¢z

Npee =1
where Ny is the number of equidistant points on the arc of radius r, at which

points the vector polential A(r,¢) is to be interpolated in carrying outl the Iourier
analysis.

dp — Ap = (B.13.3.14)

One cannot, of course, oblain all the coeflicients a,, and by, but must, for prac-
tical reasons, limit oneself to n < Nierm, where the integer Nierm is the number of
coeflicients {o be obtained. Table B.13.3.] summarizes {he input parameters for the
problein.
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Table B.13.3.  Input Parameters for Harmonic Analysis

Namne Defanlt

Definition

CON(110) = NTERM 5
CON(111) = NPTC 1one

CON(112) = RINT none

CON(113) = ANGLE none

CON(114) = RNORM noue

C'ON(115) = ANGLZ 0.0

CON(108) = AROTAT 0.0

the number of coefficients to he obtained

the nnmber of equidistant points on the
arc of a circle with radius RINT', with its
center at the origin, (0, 0), at which points
the vector potential is to be interpolated.
Fourier analysis of the vector potential at
these points yields the harmonic coefhi-
cients. NPT'C should be approximately
equal to the number of mesh points adja-
cent to the arc for best results.

the radius of the are on which the vector
patential is interpolated for the TFonrier
analysis. RINT should be less than, by at
least one mesh space (triangle sicle), the
shortest distance from the origin to the
nearest singularity, i.e., a pole face or a coil.

the extent of the interpolation arc included

An the problem, ie., (¢ — ¢.) in Eqs. B.13.3.11

to B.13.3.14 above, ANGLE is measured in
degrees.

the normalization radius. [t is often clhiosen
to be either RINT or the radius of the
magnet aperture.

the angle in degrees from the horizontal
axis to where the integration arc begins.

an additional rotation angle added to
ANGLZ (This is apparently an artifact of
a parlially implemented modification to
the code. The sophisticated user may want
to look into subroutine MINT and finish

‘the implementation.)

e
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The harmonic analysis of the magnetic induction starts with the series relation

: dF 2 r \"! e, )
B, —iB, = i = "2:1 in (rmm) — expli(n — 1)y] (B.13.3.15)

This can be equated to a Fourier series for the induction, whicl we write in the form

B: —iB, = Y Bp,exp(imey) (B.13.3.16)
m=0
The strengths of the harmonic components of the induction are directly related to
the a.’s and b,’s found in analyzing A(z,y). The formula is

Bmz_(m-}'l)( r

[ f—"

m
) (brs1 — iGms1) (B.13.3.17)
Vnorm
FOISSON and PANDIRA print out the quantities an, bn, nan/rhorm, and nb,/Trorm.
The program also gives absolutle values of the complex quantilies ¢,, and ncn/Tnorm,
which do not have a simiple interpretation.

Figure B.13.3.2 is printout from a harmonic analysis done on a dipole magnet
like the one shown iu Fig. B.13.3.1. Note that the “R” in Fig. B.13.3.2 below is the
normalization radius, not the radius of integration discussed above.
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OINTEGRATION RADIUS =
OTABLE FOR INTERPOLATED POINTS,
ANGLE
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0000
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.0000
0000
0000
0000
.0000
0000
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1.50000
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.5000
.4815
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.3365
.2135
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.6810
.4635
.2347

0000
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1TABLE FOR VECTOR POTENTIAL COEFFICIENTS
ONORMALIZATION RADIUS =

OO OO O OO

N

i
3
5
7
9

AN
-3.1984E+04
7 .8190E+00
3.8486E+00
8.9108E-01
9.6246E-02

2.00000

1TABLE FOR FIELD COEFFICIENTS
ONORMALIZATION RADIUS =

O OO0 OO0 OO0

Figure B.13.3.2: Portion of printout from the POISSON output file for the H-shaped

=

1
3
5
7
9

N(AN) /R
-1.5992E+04
1.1728E+01
9.6214E+00
3.1188E+00
4.3310E-01

2.00000

January 7, 1987

A(X,Y) = RE( SUM (AN + I BN) * (Z/R)**N )

Y COORD KF LF
0.0000 4 1 -2
0.2347 5 2 -2
0.4635 5 2 -2
0.6810 4 3 -2
0.8817 4 3 -1
1.0607 4 4 -1
1.2136 3 4 -1
1.3365 3 4 -1
1.4266 2 5 -7
1.4815 1 B -3
1.5000 1 5 6
BN ABS (CN)

0.0000E+00 3.1984E+04
0.0000E+00 7 .8190E+00
0.0000E+00 3.8486E+00
0.0000E+00 8.9108E-01
0.0000E+00 9.6246E-02
N(BN)/R ABS(N(CN)/R)
0.0000E+00 1.5992E+04
0.0000E+00 1.1728E+01
0.0000E+00 9.6214E+00
0.0000E+00 3.1188E+00
0.0000E+00 4.3310E-01

VEC.POT.

.39835E+04
.36889E+04
.28119E+04
.13736E+04
.94085E+04
.69649E+04
.41027E+04
.08929E+04
.41450E+03
.75347E+03
.76941E-03

(BX - I BY) = I = SUM Nx(AN + I BN)/R * (Z/R)=*(N-1)

dipole magnet example from Chapter B.2., showing the harmonic analysis.
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The user should be cautious in using the harmonic coefficients in any practical
design, unless lie is sure of the symmetry implications. Strictly speaking, the inte-
grals in Eqs. B.13.3.9 and B.13.3.10 are over the range from zero to 2zr. Holsinger
Lhas used symmetry to decrease the range of integration. If one does not have
the correct symmetry type (ITYPE = CON(46)), some of the a,’s and b,’s will
be wrong. Furthermore there are some syminetry types that do not fit into the
Halbach-Holsinger scheme, and the only way that they can be treated is to put in
the full magnet geometry and set I'TYPE = 1. In particular, be careful of the case
where the only syminetry is a reflection through the y-axis along with a change in
current. See Fig. B.13.3.3.

Figure B.13.3.3: Example of a magnet with reflection plus current change.
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B.13.4 Conformal Transformations

Conformal transformations can be quite useful in trimming multipole magnets.
Presently, the prograimn MIRT can only he used to trim dipole maguets, that is, to
make the field in a given region as uniforin as possible by adjusting current densities
and houndaries of iron regions. I'hrough the use of conformal transformations MIR'T
can be used to reinove higlier mullipole components of the ficld in quadrupole
maguets. This is done by conformally transforming the quadrupole field to a dipole
field, making the dipole field inore uniforin, and transforming back to the quadrupole
geomelry. '

The theory behind this method has heen explained guite well by K. Halbach.®7?
There is very little that can be added to what he has said. We have reproduced
these articles liere. More recently Robert Lari of Argonne National Lab. las tested
the procedure using our standard version of POISSON. We have included here his
Light Source Note, LS-32, which may clarify further the practical details of carrying
out {lie procedure.
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APPLICATION OF CONFORMAL MAPPING TO EVALUATION AND DESIGN OF MAGNETS
CONTAINING IRON WITH NONLINEAR B(H) CHARACTERISTICS"

K HALBACH

Lawrence Radiactar Laboratory, Berkeley, California, U'.5.A.

Received 10 May (968

It is shown that for evaluation of two-dimensicnal magnets with
nonlinear irorr in a conformally transformed geometry, only
minor changes of the magnetostatic equations are required. The

1. Introduction

Conformal mapping is a powerful technique for
finding solutions, or for simglifying the process of
finding solutions, to Laplace's differential £quation. in
two dimensions, and a large number of applications to
many fields can be found in any textbook dealing with
this subject, This method has also been applied suc-
cessfully to the design of [ong magnets with innnite
permeability of the iron that, far away from the ends,
can be described with sufficient accuracy by the two
dimensional Laplace equation'+2). However, it does not
seem to be generally known that application of a con-
formal transformation to a two dimensional multipole
can greatly simplify the evaluation or design of that
type of magnet even when the iron has nonlinear B(H)
characteristics. It is the purpose of this paper to point
out some of the advantages that result if such a magnet
is conformally transformed and then, in the new geom-
etry, evaluated with a digita] computer that solves
Poisson's equation numerically. To this end, we write
first the magnetostatic equations in the original co-
ordinate system in such a way that it will be easy to
transform them to the new coordinate system. From
the transformed equations we then deduce the modifi-
cations that have to be incorporated in the computer
code that numerically integrates the normal magneto-
static equations with nonlinear B(H) characteristics.
In the discussion of the application of conformal trans-
formations to two dimensional magnets with nonlinear
iron, emphasis is on the description of the advantages
that result when the magnetostatic equations are solved
numerically. However, to give a complete picture, we
will also point out some of the generally known bene-
fits associated with conformal transformations when
applied to this kind of problem.

2. Magnetostatic differential equations in the original
and conformally transformed coordinates

2.1. NotaTion
Units used throughout are mks. Complex numbers

advantages resulting from evaluation or design of a magnet in a
suitably transformed geometry are discussed in detail,

and operators are identified by underlining; their com-
plex conjugate by an asterisk. The absolute value of
a complex number is indicated by two vertical bars,
and its real part by Re. The Cartesian coordinates of
the original problem are x and y; the Cartesian coordi-
nates of the transformed problem are « and v, and they
are related to x and y through a suitably chosen con-
formal transformation

uriv=w=wx+iy) = wiz) n

Quantities that depend directly on x and }, or are of
special significance in the x, y coordinate system, carry
the subscript z, and similarly carry the subscript w
when they depend directly on u and v, or are of special
significance in the u, v coordinate system.

The reason to consider only conformal transfor-
mations is the well known fact that the structure of the
magnetostatic equations is dastroyed under any other
than conformal transformations.

2.2. MAGNETOSTATIC DIFFERENTIAL EQUATION IN
ORIGINAL COORDINATE SYSTEM

Without loss of generality, we can derive the two
components B, and B, of the magnetic flux density
from a vector potential which has only a component
(A.) petpendicular to the x-y plane. Introducing the
complex field quantity

B, =B,+iB, = g—yA:-ig—vA: =

(d . d
—-—I(aAz'Fld—yA:) (2)
and the complex operator

.fd . d
2,——!(-I€+la-), (3a)
we obtain
B.=D.A.. (4)

* Work performed under the auspices of the U.S. Atomic Energy
Commission. AEC Contract no. W-405-eng-48.
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It should be noted that D, acting on any analytical
function K(z) is zero:

D.K(z) =0, (5)

Assuming an isotropic medium, and introducing ¥,
the reciprocal of the relative permeability u (which may
depend both on location and flux density),

(.3, | B:1) = Uug(x.y,| B.|),
we obtain for the field components H,, H,, and the
complex field quantity
H,=H,+iH,,
H.={(1/no)y:B: = (1/ug)y:D.A.. (6)
The magnetostatic equation relating H,, H, to the

current density j, in the direction perpendicular to
the x-y plane is: .

d
dy

.(d .d .
=—Re {I(E— Ey—)] (H"{"‘IH,).

With egs. (3a) and (6), we obtain therefore for the
magnetostatic differential equation in the x-y coordi-
nate system:

Re D}y, (%), | B.(x,9)|) D Ax(%,y) = = poj(x.y). (7)

It should be noted that when D¥ acts on y,, it acts not
only on the explicit dependence of y, oa x, y, but also
on the x, y dependence that results from the dependence
of y, on |B.(x,y)|. This is, of course, the reason why
total and not partial derivatives are used in defining D,.

d
j:(xv.")=d_x'Hy_ H,=

2.3. MAGNETOSTATIC DIFFERENTIAL EQUATION IN
TRANSFORMED COORDINATE SYSTEM

Introducing new coordinates u,v through the con-
formal transformation, eq. (1), we can express x and
yin A (x,y) through u and v, obtaining a new function
A, (u,v). The implicit dependence of A4, on x,y is of
course the same as the direct dependence of 4, on x,y:

A(xy) = Au{u(x,¥), v(xy)}- (®

To obtain the magnetostatic equation in u, v, we ex-
. press D_through derivatives with respect to u, v. From
eq. (3a) we get:

.fdud dv d .{dud de d
p--i{EE E;d—.,*'(ﬁ}“ﬁ‘“i?a?)]'
Using the Cauchy-Riemann relations:

du o dv_du
dy dx' dy dx°’
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we obtain, with
.{d .d
2w=—l(m+l?u-) (3b)
and
w' =dw/dz = 1/2":
du . dv re
2=(G-i§)nmre ©

For the relation between B, = D4, and B. we obtain
from egs. (4), (8) and (9):
B.=w"B,=B./z". (10)

It should be noted that eq. (10) is identical to the
transformation formulas that one obtains if one as-
sumes that the fields can be derived from a complex
poteatial function, although that has obviously not
been assumed in the derivation of eq. (10).

Using, similarly to eq. (8), and with eq. (10)

Yo% 31 B: ) = vu{u(x,p), vo(x.p), | B 1 /12'[ }, (L1)
we obtain from egs. (7), (8) and (9):

Re!‘_)x.ﬁl 'YWPWAW = —Fofx-

Because of eq. (5), we can write w'* to the left of Df.
We thus obtain, using eq. (9) again:

|zllz' Re_D:y\V_DNAW = — o]y
Introducing

Jekx(uo) y(uo)}12'1* = jufuw),  (123)

we get for the magnetostatic differential equation in the
u, v coordinate system:

Re Dyo(u0, B | /12'1)Dud = —iofult0). (120)

Of the many quantities that are of interest in the
design or evaluation of magnets, we want to discuss
only the transformation properties of two more quan-
tities. Although both transformation properties are
trivial, they are of such practical importance that it is
worthwhile to state them.

Since x, y and u, v are related through a conformal
transformation, infinitesimal areas da,, and da, are
related through

(13)
With eq. (12a) we obtain therefore for the total

current I, passing through any given area in the u,
v coordinate system:

Iw =J.jwdaw -J.jxl_z_'lzdaw -J.jxdax =],

i.e. total currents passing through conformally mapped
areas are ideatical.

da, = |z’ |2da,,.
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Fig. L. § of quadrupole in original gcometry.

For the field energy E stored in any given area per
unit length of magnet, we obtain from

Ew = J.lgwl z?wdaw/(zﬂo)

and eqs. (10), (11) and (13)

Z#OEW = J.lé:lz)’z 'Ellzdaw =J.|§z'2)’xda: = 2#0£n

i.e. conformally mapped areas store equal field energy
per unit magnet length.

2.4, MAGNETOSTATIC COMPUTER CODE MODIFICATIONS
FOR INTEGRATION OF EQ. (12)

Comparing eqgs. (7) and (12), one notices two
differences:

a. The current density j,, appearing in eq. (12b) is
related to the current density j, through eq. (12a). The
proper current density j,, can obviously be obtained by
modifying the input data according to eq. (12a). Since
in most practical magnets, the current density j, is
constant within the boundary of each conductor, it is
convenient to add a small subroutine that allows to
input w(z) and |z’|2, and the boundary and current
density j, for each conductor, and that then prepares
the input data to give the correct j,. That same routine
can of course also be used to transform ail other
boundaries from the x, y coordinates to the u, v
coordinates. Since this routine does not interact with
the integration routine, it is clearly a simple task to add
this routine to the program.

b. The major discrepancy between egs. (7) and (12b)
is that y, depends on |B,|, whereas y,, depends on
1B.|/12'|. It would be an easy task to store 1/|z’| for
each iron mesh zone and then to multiply each flux
density value by 1/|z’| before finding the value of y,,
when integrating eq. (12b). However, since in most
integration routines, the value for the flux density in a
mesh zone is derived by appropriate numerical proce-
dures from potentials at mesh points surrounding that

zone, it will in general be easy to modify the algorithm
so that it gives | B, |/|2'| instead of | B,,|. Both this and
the above mentioned modifications were incorporated
into POISSON?) with very little effort and without
increasing the storage requirements or the execution
time for evaluation of magnets.

Although we used vector potentials for the derivation
of eq. (12), the resulting conclusions concerning the
necessary modifications of j and y are, of course, in-
dependent of the method that was used to derive them,
and are valid no matter what algorithm is used to
actually integrate the magnetostatic equations.

3. Consequences of application of conformal trans-
formation to evaluation of iron magnets
3.1. INTRODUCTORY REMARKS
When discussing the advantages resulting from using
conformal transformations in conjunction with a mag-
net analysis program, we will talk especially about the
analysis program POISSON?). Although some com-
ments apply only to POISSON, or a program similar
to it, most remarks are valid no matter what analysis
program is used. Also, we will talk mostly about
evaluation or design of quadrupoles, since their dis-
cussion is representative for all higher multipoles.

3.2. CONFORMAL TRANSFORMATION OF A QUADRUPOLE

To provide a good quadrupole field in a circular
aperture, it is desirable to build a magnet with the
highest degree of symmetry possible. Fig. 1 shows the
schematic outline of § of such a magnet, with the 0°
and 45° lines being lines of constant scalar and vector
potentials respectively. Within the aperture, the field
B, can be derived from a complex potential

F(z) = A, +iV,

and because of the symmetry of the magnet shown in
fig. 1, the power series for F(z) has to have the form

-3

F(2) = ¥ ayns 12?0 (14a)

a=0

From this follows for the fields:
k
B: = iF'(Z) = 2i Z (2n+1)a2(z.+ l)i4l+l. (l4b)
- - - a=0
The transformation

w= _’sz (lSa)
leads to

Fu(w) = ioamm,-(g/l_c)"“ ' (16a)
and "
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fo

Blew

)
Fig. 2. § of quadrupole in transformed geormetry.

BL = (i) 3, @+ 1) aarenWB™. (160)

When the magnet is a2 good quadrupole magnet, in
the aperture the term proportional to a; dominates in
eq. (14), and therefore dominates also in eq. (16). But
eq. (16) then describes an essentially homogeneous
field in the aperture, and this is of course highly
desirable for evaluation as well as poleface design of a
magnet. Before discussing the resulting advantages in
detail, it is convenient to introduce a particular value
for the scale factor k in eq. (15a).

To get simple relations for saturation considerations,
we introduce rq as the distance from the center of the
original magnet to the iron nearest the center and
require that for |z|=ry, |W'|=1, giving |B,| =B,
there.

Using for simplicity a real &, we thus get from eq,
(15a) for |z| =rp: |W'|=2krg=1.

Using this in eq. (15a) we obtain

W= Po(if"’o)zi po=1ry (15b)
and
w' = (2fro) = (wlpo)*. (15¢)
For a 2n-pole, one would use similarly:
w = po(z/re)'s po = rqln,
W= (z/ro)' ™ = (wipg)' 1", (15d)

Applying the transformation described in eq. (15b)
to the magnet shown in fig. 1 leads to the configuration
shown in fig. 2, which is drawn to the same scale as
fig. 1.

When evaluating a quadrupole maguet, the quantity
of interest is usually the gradient of the field, From
egs. (10) and (15c) we obtain
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§: =_B:;’/"o ‘—‘f:(ﬂ/ﬁo)*' (17a)
B2 = roB2z. (176)

From eq. (17b) follows the B} is directly a measure
tor the gradient in the real magnet even if the qua-
drupole is not perfect. To obtain the local gradient in
the aperture region, we can differentiate eq. (17a) with
respect to z':

dBi/dz = {By+2w-(dBi/dw)}/ro.  (17¢)

It is clear that if the magnet is a good quadrupole
magnet, the derivative on the right side of eq. (17¢)
contributes very little to the local field gradient inside
the good field aperture.

3.3, ADVANTAGES OF TRANSFORMED MAGNETS

The most obvious reason for gaining advantages
through conformally transforming a magnet is, of
course, the same reason why conformal mapping has
been used advantageously for a long time in many
fields: The simplifications of the geometry make many
aspects of a problem so transparent that they become
outright trivial, whereas they are ofien quite obscure in
the original geometry. For instance, it is qualitatively
much easier to see what kind of an effect a modifica-
tion of the magnet near the useful field aperture has
on the field of an essentially homogeneous-field magnet
than it is to see what the effect of the equivalent
modification is on the gradient of a quadrupole
magnet. Or, to take a specific drastic case: if a sextupole
magnet has a circular useful field aperture 7y, and a
significant modification of the magnet is made at the
distance 3y from the center, it is not entirely obvious
what its effect is on the second derivatives of the field,
However, if the circular aperture of the transformed
magnet is po, the modification in this geometry is then
at the distance 27-p, and it is obvious that this will
have very little effect on the homogeneity of the field
inside py, allowing the conclusion that the modification
will also have very little effect on the second derivatives
of the field in the original magnet. From these con-
siderations follows that the task of designing a multi-

t This is, of course, correct only where B*, can be derived from
a complex potential, i.0. where y = const. and / = 0.

e 8 ——] Le2s

Fig. 3. } of aperture ollipse and poleface in original gcometry.
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Fig. 4. { of aperture ellipse and poleface in transformed geometry.

pole magnet with a reasonably pure multipole field in
the useful field aperture becomes greatly simplified
through a conformal transformation, particularly since
one can apply many of the fairly simple and well
understood rules that one has for the design of homo-
geneous field magnets.

To demonstrate this in more detail we consider the
design of a quadrupole magnet that is required to have
a good quadrupole field within an elliptical aperture.
Fig. 3 shows one quarter of an aperture ellipse with a
ratio of major to minor axis of 2.5, with & rough out-
line of one quarter of the magnet poleface also in-
dicated. To see how far the poleface has to be carefully
designed, we apply the transformation w = kz?, map-
ping the }-ellipse of fig. 3 into the i-ellipse in fig. 4.
Since we know that in order to obtain a homogeneous
dipole field, the poleface should extend at least one
quarter of the magnet gap beyond the ends of the
aperture region, we also indicate the required poleface
width. It is also shown how far the poleface would have
to go on the left side in order to get a quadrupole that is
symmetrical with respect to the 45°-line (in the original
geometry), with the resulting better field quality because
of the higher degree of symmetry. Since conformally
mapped areas store the same energy per unit magnet
length, it is directly evident how much one pays in
terms of stored energy for the magnet with the higher
symmetry. After fixing the ends of the polefaces in the
described manner, one would then transform these
endpoints into the original geometry and design the
rest of the magnet structure (coils, yokes, etc.) in the
original geometry. Then, as the last step, after trans-
forming the whole magnet and generating a mesh in the
new geometry, one would evaluate the magnet in the
transformed geometry and optimize the poleface to
give a highly homogeneous field in the transformed
geometry, leading to a high quality quadrupole field
in the original geometry.

There are, of course, some basic differences between
true homogeneous field magnets and homogeneous
field magnets that are obtained through conformal
transformation of a multipole magnet. In most mag-
nets the coils have a uniform current density and the
air-coil and most air-iron interfaces are straight lines
(the magnet shown in fig. 1 is an exception in this

respect). This is of course no longer true after a multi-
pole magnet has been transformed. Although this
has generally very little effect on the design of the
aperture region, it means for instance that one can not
obtain a practical multipole magnet by transformation
of a window frame magnet.

A more significant difference arises when one con-
siders saturation effects. When one designs a homo-
geneous field magnet and other considerations, such as
stored field energy, do not preclude such a conservative
design, one can get very good field homogeneity over
a wide field range by extending the flat poleface
significantly beyond the aperture limits. Doing the
same in the case of a transformed multipole would
lead to a badly saturating magnet because, according
to eqgs. (12b) and (15d), the quantity determining the
saturation in iron is

[B.]|wipo| =1

With | B,] in the poleface region essentially constant,
the factor
|wlpo|' ~1/"

will lead to stronger saturation effects the more the
poleface is extended beyond the aperture limit. Nu-
merically, this effect can be quite significant: if the total
width of the symmetrical poleface of a transformed
quadrupole is 3p, in one case, and 4p, in another, the
values for | w/p,|? at the ends of the poleface are 1.344
and 1.5=1.344x 1,11. This points out that in order
to design a multipole magnet with a good field distri-
bution at low as well as at high fields, it is exceedingly
important to be able to achieve good field distributions
with as little iron beyond the aperture limits as possible.
For this reason, a performance optimization proce-
dure that allows one to optimize the field distribution
simultaneously at low and high fields*) is even more
important for the design of multipole magnets than it
is for the design of dipole magnets.

While the presence of the above mentioned satura-
tion effects is obvious without application of a con.
formal transformation, their qualitative and quanti-
tative discussion and evaluation is considerably easier
in the transformed geometry.

Again with respect to this subject, one gains a better
understanding through considering the transformed
magnet. The resulting simplifications of the design
process will of course in many cases lead to improved
design and performance of magnets.

While the advantages discussed so far are to a large
degree of a qualitative nature, evaluation of multipole
magnets in the transformed geometry can also lead to
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a very significant increase in accuracy. Magnet evalua-
tion codes usually compute potentials at a large number
of discrete mesh points that cover the geometry of the
magnet. In the algorithm for the calculation of the
potentials, the behaviour of the potential in the region
around mesh points is generally approximated by
polynomials in the coordinates. These polynomials
are, to cite two examples, of first order in POISSON,
and second order in SYBIL?). This basic difference is
due to the meshes employed in these two types of
programs, SIBYL using a uniform rectangular mesh
and POISSON a variable triangular mesh. This gives
POISSON the advantage of being more flexible and
therefore having virtually no restrictions on the
boundaries of the problem and between different
materials, at the expense of being less accurate. While
these inaccuracies are of very little significance far away
from the useful field aperture, they can be of impor-
tance in the aperture if the field there is highly in-
homogeneous, By evaluating a multipole magnet in
the transformed geometry, the aperture field will be
very homogeneous for a well designed magnet. Conse-
quently, the potentials are nearly exactly linear func-
tions of the coordinates, thus practically eliminating
this source of error. Furthermore, the local field
gradients in the original geometry are essentially given
by the field in the transformed geometry. This means
that in order to obtain the local field gradient in the
aperture of a quadrupole, one has to calculate second
derivatives of relatively inaccurate potentials if the
evaluation is done in the original geometry, whereas
one has to take essentially only first derivatives of very
accurate potentials if the evaluation is done in the
transformed geometry. The cascading of these two
main accuracy-improving properties leads to a very
significant improvement of overall accuracy: Eval-
uating a magnet that has an analytical quadrupole
field distribution with POISSON gave the gradients in
the aperture region with about 19, errors when the
evaluation was done in the original geometry, whereas
the error was only 0.019, when evaluated in the trans-
formed geometry. While 0.01%, accuracy is better than
normally needed, 19/, errors are more than tolerable in
many cases. It is clear that the accuracy improvement
is even more urgently needed (and obtainable with this
procedure) for higher multipoles, where even an in-
trinsically more accurate program like SIBYL could
not be expected to be quite as accurate as one would
need under some circumstances. A minor advantage
results when a multipole magnet is to be evaluated
with an irregular variable mesh program like POISSON
and the evaluation is done in the transformed geometry:
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Because of the curvature of the poleface in the original
geometry, it is very difficult to generate a good mesh
point distribution, while it is very easy to generate a
practically perfect mesh in the aperture region of the
transformed magnet. ’

Finally, it might be worthwhile to remark that it is
possible to check internal consistency and accuracy
of a program by computing potentials and fields of a
magnet in the original and a conformally transformed
geometry, and then comparing the results.

4. Limitations and drawbacks

Although it is possible to evaluate a transformed
magnet geometry that covers more than one leaf of a
Riemann surface, this is clearly neither desirable nor
practical. Therefore a magnet geometry should be
sufficiently symmetrical so that the transformed magnet
covers only 360° or less of a plane. While most multi-
pole magnets satisfy this condition, one has to realize
that for all practical purposes this makes it impossible
to evaluate in the transformed geometry the effects of
slight assembly-asymmetries of a basically symmetric
magnet.

It is clear that by transforming a 2n-pole with
w~ 2", the ratio of the aperture area to total magnet
area is much smaller in the transformed geometry than
itis in the original geometry, leading to a reduced mesh
point density in the aperture of the transformed
magnet. When using a variable mesh code, this can be
partly corrected by adjusting thé mesh spacing ac-
cordingly; with a fixed mesh code, one gains a small
advantage because the fraction of the magnet that has
to be evaluated is generally Ilarger in the original
geometry than it is in the transformed geometry. (For
instance, one has to evaluate } of a symmetrical
sextupole in the original geometry, but only !5 in the
transformed geometry.) Depending on the details of
the magnet under consideration, sometimes neither
one of these gains is enough to compensate sufficiently
the reduced mesh point density in the aperture region
of the transformed magnet. We want to discuss briefly
two methods that can be used to improve the mesh
point density in the aperture.

Instead of using the transformation that produces
exactly the desired mapping, one can use one that gives
the desired mapping in the aperture region in very good
approximation, and compresses the transformed mag-
net far away from the aperture,

For instance, instead of using the really desired trans-
formation

w = (ro/n)(z/r.)"
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for a 2a-pole, one can use the transformation
w = {ro/(ne)}in {1 +5(E/"o)"} with & < |.

In the aperture region (|z]/ro £ 1) the latter trans-
formation gives approximately the same mapping as
the former, whereas for £(|z|/ro)"= 1 they differ
markedly, making the overall size of the second trans-
formed magnet relative to its aperture smaller than the
first. The slight deviation from the transformation

w= (ro/n) (E/fo)"

should not decrease the evaluation accuracy in the
aperture if ¢ is not too large; also all the gains of
qualitative nature described at the beginning of this
section are preserved. Since the exact form of the used
transformation is known, it is of course very easy to
take the difference between it and the transformation
w~ z" quantitatively into account, In magnets with
extreme dimensions one could even think of using the
transformation:

w= {ro/(en)}In[1+1n {1 +&(z/ro)"}].

A somewhat simpler procedure would be to evaluate
the magnet in two steps: First in the original geometry,
giving the overall potential distribution and all the
gross-saturation characteristics, but very poor accuracy
in the aperture region. In the second step one evaluates,
in the “ideaily” transformed geometry, only a part of
the magnet, extending, in the transformed geometry,
from the center to about 5-20 times the aperture
dimension, Depending upon whether or not this region

contains coils, one can then evaluate this partial magnet
with boundaries paralle| or perpendicular to field lines
calculated in the first step, or with boundary values of
the potentials obtained in the first step. Since the
boundaries are far removed from the aperture region,
the accuracy of the evaluation in the aperture region
will be practically independent of the choice of the
boundaries or the boundary values, If the saturation
behaviour is of no interest, it will in most cases not
even be necessary 1o make the first evaluation since one
can guess in general with sufficient accuracy what one
has to do at the boundaries.

Referring to eqs. (10) and (12a), it is evident that
z' #0; w' # 0 has to hold in all regions containing iron
and w' # 0 has to hold in coil regions of magnets, In
the rare cases where one would like to use a trans-
formation that violates these conditions, it is usually
possible to modify the ideally wanted transformation
such that it still gives essentially the desired mapping in
the area of interest, but avoids the violation of the
above mentioned conditions, just as was suggested to
compress the outside portions of a mapped magnet.
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It is shown that application of conformal mapping to two di-
mensional magnets, containing iron with nonlinear (&) charac-
teristics, allows calculation of magnetic fields in all 2D space. For
some magnets of finite length, this information can be used to
get a good approximation for the stray flelds in all of 3D space.

1, Introduction

It is sometimes necessary to have information about
the stray fields produced by two dimensional magnets.
Itis clear that the following consideration, being purely
two dimensional, is valid at most up to a distance of
the order of the physical length of the magnet. We will
later describe a procedure that can give approximate
information about three dimensional stray fields and
will finally discuss application of the basic procedure to
axially symmetric magnets. To simplify the description
of the procedure, we discuss its application to a specific
magnet that is typical for the kind of problem that
arises in practice (and also leads to simple figures that
are easily drawn). Although of general validity, the
description of the method is tailored to the use of the
magnetostatic analysis program POISSON!®).

2. Stray fields produced by a window frame magnet
Fig. | represents the cross section of } of a window
frame magnet. The field lines are perpendicular to the
midplane 0-8, and the symmetry plane 8-6 has a con-
stant vector potential. For calculation of the field with
a digital computer, one obviously hasto limitartificially

X p

’
]

]

i

!

i ‘ 3 X
Fig. 1. Original geometry of magnet {complex z-plane).

1 r———') ww - Rz,

1t is furthermore shown that only minor modifications to POIS-
SON are necessary 10 allow application of the same techniques
to magnets with axial symmetry, leading in this case to solutions
that genuinely and accurately describe the fieldsin allof 3D space.

the grid that is used for the description of the problem.
Even when saturation effects are of importance, it is a
reasonably good approximation to limit the grid along
the line 6-7-8 and put that line onto the same vector
potcmial as the line 0-6. Whether one limits the grid in
this way, or limits it farther outside, with air between
6-7-8 and the grid limitation, is immaterial for the
method used to compute the stray fields.

When one wants to calculate the stray field at some
point outside the magnet, the grid does not only have
to include that point, but should go significantly beyond
it in order to avoid falsification of the stray field by the
artificial grid limitation. This leads to an impractically
large total number of mesh points, since the magnet
itself should still contain a reasonable number of grid
points in order to describe the stray field-producing
saturation of the iron adequately, The large number of
grid points and the errors resulting from the artificial
grid limitation are avoided with the following proce-
dure.

One first solves the magnetostatic problem, without
regard for stray fields, in the configuration shown in
fig. 1, with the artificial grid limitation along line 6-7-8.
One then solves the same magnet again, but in the
geometry obtained by applying the canformal transfor-
mation

(w=u+iv; z=x+iy), (1)

to the original magnet. R is a suitably chosen scaling
length, and fig. 2 represents the transformed magnet,
drawn to the same scale as the magnet in fig. 1, with
R equal to the distance 0-5.

The minor program modifications necessary to ana-
fyse a magnet with nonlinear iron in a conformally
transformed geometry have been described elsewhere?)
and are incorporated into POISSON.

* This work was done under the auspices of the U.S. Atomic
Energy Commisaion.

L.lj; cee ulse [as?L faguz,



CALCULATION OF THE STRAY FIELD OF MAGNETS

-’ Y § u

Fig. 2. Conformally mapped geometry of magnet (complex
w-plane).

To solve the magnetostatic problem in the trans-
formed geometry, we limit the grid in the w-plane along
the map of a suitably chosen contour /nside the magnet
in the original geometry, for instance line 1-3-4, or
alternatively the dashed circle, We-obtain the vector
potentials at the grid points of that mapped contour
from the analysis in the original geometry, and solve
the resulting boundary value problem, or boundary
value problem with currents, in the transformed ge-
ometry. The field components B,, 8, inside the contour
o’-6'-7'-8'-c0’ are obtained from the vector potentials
by standard numerical differentation, and the field com-
ponents B,, 8, in the original geometry are obtained by
application of eq. (10) of ?) and yield with eq. (1):

(B,—iB,) = (B,—iB,)(dw/dz) =
= (B,~iB,)(R/z)" = (B,—iB,)(w/R)’. (2)
It can also be practical to calculate from the vector

potentials the multipole coeflicients a, of the complex
potential describing the fields in the w~plane:

oy
F W)=Y aw' (3a)
' v
This gives for the Laurent-expansion of the stray field
potential:

F(z2) - g‘,a,( =R¥z)" (3b)

The only one step described above that is not rou-
tinely performed by POISSON is the transfer of the
vector potentials from the contour 1-3-4 to the mapped
coatour 1'-3'-4’ in the w-plane. The simplest way to
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accomplish this is to map the grid points on the outer
contour in the w-plane into the z-plane and calculate
the potentials there by interpolation of the vector po-
tential field. Linear interpolation should in general be
sufficient, since minute details of the vector potential
distribution along the outer contour in the w-plane
should have only a small effect on the stray fields. An
alternate method to solve for the stray fields would be
to compute the scalar potentials along the contour
6-7-8 and use its map as the outer problem boundary
in the w-planc. The first method is preferable, since
scalar potentials are usually not computed by POIS-
SON and the stray fields would be more sensitive to
errors in the scalar potentials along 6'-7-8’ then they
dre to errors in the vector potentials along 1/-3'-4’,

It is clear that the computation of the stray fields
in the w-plane allows the presence of ferromagnetic
bodies in the stray field region as long as they satis{y the
conditions implied by the two dimensional approxi-
mation.

When one is dealing with symmetrical multipoles
(2n-poles), it has been shown?), that it is advantageous
to analyse their fields in the geometry oblained by the
conformal transformation w = 4*~'z". Similacly, the
stray fields of such a magnet should be computed in the
geometry obtained by transforming the original geome-
try with w= —R"*!/7, and the stray fields in the
original geometry are obtained from the fields in the
transformed geometry with appropriately modified
equivalents to eq. (2).

When one is evaluating magnets that saturate badly,
or magnets with an open iron core (for instance C-
maganets), it is not always obvious how much the so-
lution in the magnet is influenced by the artificial grid
limitation. To obtain a better solution, one can com-
pute the stray fields as described above, then transfer
the vector potentials obtained along the map of the
grid-limiting-contour of the original magaet (6'-7'-8")
to that contour (6-7-8) in the original geometry, and
solve the problem again in the original geometry with
these new values at that boundary. With this iterative
process, which in general will not have to be repeated,
one clearly obtains a very accurate all 2D-space solu-
tion for the magnet, There are obviously other configu-
rations where these all 2D-space solutions might be
useful. One might, for example, want to know how the
field in an iron-free magnet is influenced by the pre-
sence of iron at a distance outside the magnet,

It is worthwhile to point out that it is possible to
obtain reasonable approximations for the three di-
mensional stray fields at virtually any distance produced
by magnets that have smail end effects in the sense that
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they do not coatribute significantly to the stray fields.
One could derive the three dimensional stray fields
from a vector potential that is obtained by super-
position of finite length filamentary multipoles with
strengths giving the “near field” multipole strengths
described- by eq. (3b).

3. Extension to magnets with axial symmetry

Magauetostatic fields with axial symmetry can be de-
rived from a vector potential that has only an azimuthal
component which is, of course, independent of the
azimuth. If we introduce the axial and radial coordi-
nates respectively as the x and y coordinates of a
Cartesian coordinate system and furthermore introduce
a pseudo vector potential ¥ with only a component in
the x x y direction equal to y times the vector potential,
then the magnetostatic equations for the axially sym-
metric problem can be represented by:

B=(y)"'V.xV, (42)
H= %IB]»X:}')'B/]“O: (? = 1!}‘8‘@!’)3 (4b)
V. x[(1/y)Vex V)] = poj. (4¢)

In these equations, j has only a component in the
xx y direction, equal to the current-density in the
original problem, and V, is the Cartesian form of the
del operator.

The only differénce between egs. (4) and the equa-
tions describing a genuine two dimensional problem in
Cartesian coordinates is the extra factor [/y, and the
integration routine is easily modified to take this into

account, POISSON, just as its predecessor TRIM (as
weil as other programs), has this modification in-
corporated for the solution of problems with axial sym-
metry. It is clear from egs. (4) and 2) that in order to
solve egs. (4) in a conformally mapped geometry, one
needs to incorporate into POISSON the same modifi-
cations that are needed to solve genuine two dimen-
sional problems in a transformed geometry, as well as
the modification necessary to take the factor 1y into
account. Although this has not been done yet, it is
clearly a simple matter to do so. To find the stray fields
for an axially symmetric problem, the same transfor-
mation caa be used that was employed in the 2D case,
and the rest of the procedure is also identical, with only
two modifications: the power expansion, eq. (3), is not
applicable, and the field components in the x-y(z-r)
coordinate system are obtained from

B,—iB, = {(3V[3v) +i(aV [u)} (dw/dz)/ y.

In coatrast to the two dimensional case, application
of this procedure to an axially symmetric magneto-
static problem gives a solution that genuinely and ac-
curately covers all space,
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ARCONNE NATIONAL LABORATORY

9700 South Cass Avenue, Argonne, llinois 60479

Septenber 12, 1985

Mary Menzel

LANL AT-6 Ms-829

P. 0. BOX 1663

Los Alamos, NM 87545
Dear Mary,

I wish to thank you for your help in tracking down the problems I encoun-
tered using POISSON and, in particular, the conformal mapping feature. My
understanding of it 1s as follows:

LATTICE
1. The user must transform the geometry from the x-y plane to the u-v plane.
2. CON(37) = MAP, CON (123) = TNEGC, CON (124) = TPOSC, AND

CON (125) = RZERO must be specified so that LATTICE can map the currents

to the u-v plane and correct them slightly so the total current is the

same in both the x~y and u-v planes.
3. Cannot use line regions with specified potential.

POTSSON

1, The field and gradient are printed out at the air points for both the x-y
and u=v plane.

2. The field at the iron points is printed out for the x-y plane only.
3. The stored energy is the same in both planes.

4. The flux lines plotted are lines of constant vector potential in the u-v
plane. Caution, these do not indicate the flux density in the x-y plane.

1 am enclosing a copy of a Light Source Note, LS-32, describing the
testing I did of the Harmonic Analysis feature of POISSON. Please give John
Warren and Martyn Foss a copy and express my thanks to them.

Sincerely,
lglvd Y{dbu:
Robert J. lari
RJL:ehr

Enclosure

US. Depwavent of Energy The Unhversity of Chicago



LS-32

Harmonic Analysis Errors in Calculating Dipole,
Quadrupole, and Sextupole Magnets using POISSON

Robert .J. hri@?(

September 10, 1985

Introduction

The computer program POISSON was used to calculate the dipole, quadru-
pole, and sextupole magnets of the 6 GeV electron storage ring. A trinagular
mesh must first be generated by LATTICE. The triangle size is varied over the
"universe” at the discretion of the user. This note describes a series of
test calculations that were made to help the user decide on the size of the
mesh to reduce the harmonic field calculation errors. A conformal transfor-

mation of a multipole magnet into a dipole reduces these errors.

Dipole Magnet Calculations

A triangular mesh used to calculate a “perfect” dipole magnet is shown in
Fig. 1. Both the physical (x-y) and logical (K-L) mesh coordinates are
shown. The lower boundary of this “"universe™ is a flux normal boundary and
can be considered the mid-plane of the magnet. The top boundary is also a
flux normal boundary and can be considered as an infinite permeable pole
tip. The left boundary is a flux line of vector potential 0.0 G-cm and the
right boundary is also a flux line of vector potential 140,000 G-cm. Since
the distance between these boundaries is 14 cm, the flux density in the uni-
verse will be uniformly 10000 gauss. A mesh 8 units high by 29 units wide was
used. The total number of mesh points is (8+2) (29+2) or 310 mesh points.
This includes the four phantom mesh lines surrounding that shown.

The harmonics are calculated by integrating the vector potential on a
circular arc and doing a Fourier analysis of it. Hence, the program requests
an integration radius, RINT, a starting angle, ANGLZ, a change in angle,
ANGLE, and a normalization radius, RNORM. The number of terms to calculate,
NTERM, and the number of equidistant points on the arc of circle, NPTC must
also be specified. The integration radius and normalization radius were both

3.0 and 19 points were used on the circular arc from 0 to 180 degrees. These



19 mesh points are shown circled in Fig. 1. Table I gives the results of the
calculation. All harmonics have units of gauss. The maximum error for a mesh

this size 1s less than .05 gauss in 10000 gauss at a radius of 3 cml
A smaller mesh size might be possible, but with this size, 0.5 by 0.5 ¢m,
the mesh 1s not too distorted at RINT when Q.17 cm by 1.5 cm shims are

attached to the pole tip at the sides. Equal weight triangles were used.

Quadrupole Magnet Calculations

It can be shown (1 that the pole shape for a perfect p-pole magnet
satisfies equation (l).

rp/Z sin (p/2)6 = RBPIZ (1)
Likewise the coll shape satisfies equation (2).
rp/2 cos (p/2)8 = R.cp/2 (2)

RB is the distance to the pole and Rc,the distance to the coil. In rectan-

gular coordinates for a quadrupole magnet, p = 4, these become:

Xy = R§/2 (pole shape) (3)
and

x> - yz - Ri (coil shape) (4)

A perfect quadrupole is shown in Fig. 2. As in the case of the dipole,
the lower and upper boundaries are flux normal boundaries. The left side is a
flux line at 45 degrees and the right side 1s a flux line of vector potential
Al where

R2

R ‘ 2
A = focnyd" =3 =3 = (1000) S £6:943) " on? = 24116.51 G-cm.

em 2



It 18 best to distribute the triangles uniformly along the x axis and the 45
degree line, since the field varies linearly. This makes the change of the
flux density the same across each triangle and makes the errors equal.

POISSON assumes that the vector potential varies linearly across each tri-

angle. This assumption conflicts with the quadrupole field which varies
linearly with radius. This effect is illustrated in Fig. 3.

The distribution of mesh points along the pole tip can be found by solv-
ing equations 3 and 4 simultaneously for a. fixed Ry and for the 15 values of
R, which are the x coordinates of the mesh points on the x axis. Similarly,
the distribution of mesh points along the coil can be found by solving equa-

tions 3 and 4 simultaneously for a fixed R, and for the 8 values of Rp along -

the 45 degree line. This method of distribution has been used to calculate
the harmonics for four different mesh sizes. The results are given in Table
II. A flux plot is shown in Fig. 4.

Using the same number of mesh points, 170, as were used in the dipole
case results in field errors of 15 gauss in 3000 or 0.5 percent. Doubling the
mesh in each direction results in 527 points and reduces the field errors to
3.2 gauss or 0.1 percent. Again, doubling the mesh for a total of 1829 points
gives 1.9 gauss error or 0.06 percent. With 6785 mesh points, the error is
0.3 gauss or 0.0l percent. These results clearly demonstrate the conflict
between the basic assumption of field uniformity in POISSON and the linear
field of a quadrupole magnet. A method to circumvent this problem is
described in the last section.

Sextupole Magnet Calculations

In rectangular coordinates for a sextupole mignet, p = 6, equations ! and

2 become:
3x2y - y3 - Rg (pole shape) (5)
x - 3y2x - R: (coil shape) (6)



A perfect sextupole is shown in Fig. 5. The lower and upper boundaries
are flux normal boundaries. The left side is a flux line at 30 degrees of
vector potential zero. The right side is a flux line of vector potential Az

v

where

3
R
Ay = [, Bydx = B — = 2555 (7.2569)7 = 12738.9 Gca.
To distribute the mesh points along the x axis so that the change in
field between successive points is the same requires that

xg = (n/npTs) L/ 2

(R_)

where N is the nth point and NPTS is the total number of points along the x
axis. A similar distribution can be made along the 30 degree line. Using
these xy values as Rc in equation 2, the two equations, 1 and 2, can be solved
simultaneously to find the nth point on the pole tip. The points on the right

boundary can be found in a similar way using the‘RN as Rg

The results of the calculations for two mesh sizes is shown in
Table III. Using 432 mesh points results in errors of 1.5 gauss out of 3025
gauss or 0.05 percent. With 1364 mesh points, the error is 0.6 gauss or 0.02
percent. A flux plot is shown in Fig. 6.

Conformal Transformation

It has been shown(z) that higher pole magnets can be transformed into a
dipole magnet by the transformation:

zp/2 -

W=

P (p/2)-1

& B

where

W =u+iv
Z =x + 1y
P ™ number of poles
R = the magnet bore radius.



for p = 4, a quadrupole magnet, these become

(8)

The pole tip and coil shown in Fig. 7a of a quadrupole magnet is transformed
by equations 8 into the pole tip and coil of a dipole magnet of Fig. 7b. The
program LATTICE transforms the current from the x-y plane into the u-v

plane. The user must first transform the x~y geometry into the u-v geometry
and use this as input to LATTICE. The total current is the same in both
planes(z).

POISSON transforms the permeability and prints out the fields, gradients,
etc. in both the x~y and u-v planes for the air points. The fields in the
steel are printed out as they would be in the x-y plane. The stored energy is
the same in both planes. A discussion of the advantages, limitations and

drawbacks is given in reference 2 and will not be repeated here.
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n Bn (gauss) (at RNORM = 3.0 cm)
2 2985.7 2996.8 2998.1 2999.7
6 14.54 2.45 1.20 0.12
10 -6.00 -0.96 -0.48 -0.21
14 3.67 0.35 -0.03 -0.08
18 -2.29 -0.32 0.05 -0.12
22 0.47 0.15 -0.02 -0.27
26 0.36 0.01 0.02 -0.04
NG. OF
MESH PIS. 170 527 1829 6785
TABLE 1I. A PERFECT QUADRUPOLE MAGNET

HARMONIC CALCULATIONS




FIGURE 4. PERFECT QUADRUPOLE FLUX LINES
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FIGURE 6. PERFECT SEXTUPOLE MAGNET FLUX LINES

(RNORM = 5.5 cm)
n Bn (gauss)
3 3023.4 ] 3024.5
9 ~0.28 -0,02
_ 21 -0.40 ~0.02
No, of
Mesh Pts. 432 1364

TABLE III. A PERFECT SEXTUPOLE
HARMONIC CALCULATIONS
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FIGURE 7a. QUADRUPOLE IN THE x-y PLANE
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FIGURE 7b. QUADRUPOLE TRANSFORMED INTO A
DIPOLE MAGNET IN THE u~v PLANE




January 7, 1987 Part B Chapter 13 Section 5 55
B.13.5 Boundaries and Meshes

This section is not complete. When it is finished, it will be sent to persons
who have received this mauual from the Los Alamos Accelerator Code Group. The
material given below is a sample of what will be included.

B.13.5.1 Boundary conditions

The solution to a two-diinensional, second-order, partial differential equation like
Poisson’s equation is not uniguely determined by the equation itself. One needs to
place a coustraint on the solution by specifying the value of the solution, and/or its
derivative, along some closed boundary line.

Boundary condilions cannot e imposed arbitrarily. Tlie most general, allowed
boundary coudition depends on the type of differential equation (hyperbolic, ellip-
tic, or parabolic). Poisson’s equation for the vector potential A(z,y) and reluctivity
7(A(z,y)) takes the forn

0

DG+ (A 51+ T(=y) =0, (B.13.5.1)

and is an elliptic differential equation. It can be show that {he most general bound-
ary condition for elliptic ecquations is of the form

0A 8A
cA + b[n,a + ny-a—'l;] =c, (B.13.5.2)
where a, b and ¢ are functions of position on the boundary curve. The quantities

n; and ny are components of a unit, inward-norinal vector to the boundary curve.

For purposes of the computer program POISSON the boundary curve is the
perimeter of the area meshed by LAT'TICE. The boundaries between regions inside
the meshed areas are not boundaries on which houndary conditions must be im-
posed. The functions a, b and c are piecewise constant on portions of the boundary.
In fact, c is normally zero and either a is zero or b is zero on a given portion of the
boundary. This specialized form of boundary condition is rarely absolutely correct
on the boundary of the meshed region. The error resulting from using incorrect
boundary conditions is usually of litlle practical importance when one is concerned
about the magnetic field at a location far from the boundary. An excellent discus-
sion of this point can be found in the book by D.A. Lowther and P.P. Silvester.®
When a portion of the boundary is a line of syminetry, then the boundary condition
on that portion of the boundary can be exact. On other portions of the boundary
it may not even he obvious how to impose a boundary condition. The magnet de-
signer must rely on previous experience and his expectations for the final field.
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In what follows we will define the nomenclature, derive some rules of thuml for
choosing houndary conditions, discuss successive region overwrite as it applies to
bhoundary conditions, and say a few words about a new version of the code available
from Lawrence Berkeley Laboratory that has more geueral houndary conditons.

The nomenclature used in the general theory of PDE’s is:®

Dirichlet — A(=z,y) specified everywhere on the boundary,

Neumann - i1 - VA is specified everywhere on the boundary,

Intermediate — Linear comnbination (See Ex(.(B.13.5.2) is specified on the boundary,
Homogeneous — The specified value (¢ in lq.(13.L3.5.2)) on the boundary is zero,
Inhomogencous — The specified value on the houundary is not zero.

The bouudary conditions allowed by POISSON are a special form of the iuho-
mogeneous, inlermediate case. The authors of POISSON use the following nomen-
clature:

Dirichlet — A(z,y) = ¢ on some portion of the boundary,
Neumann - i1 - VA on some portion of the boundary.

Usually the constant c is zero, but by using CON(20)=INPUTA (See Sec. B.5.5) or
C(6) = -1 (See Sec. B.3.2) one can set the potential on some portion of the bound-
ary to a non-zero constant value. The full closed bhoundary has been divided iuto
four pieces correspouding to the four sicdes of tlie most general defining rectangle for
the problem (LEIT, UPPER, RIGHT, LOWIIR). The elements of the CON array,
CON(21), CON(22), CON(23), and CON(24), are used to specify pure Dirichlet or
pure Neumann conditions on the separate sides of the problein rectangle.

Most users have little or no intuition regarding the hehavior ol A(x,y) and are
more comfortable with the direction of the magnetic induction B or the electric field
E. The following cerivation shows how one relates Dirichlet and Newmann condli-
tions to the field direction at the boundary. Let us write the unit inward, normal
to the boundary in the form

= ng€yx + nyéy. (B.13.5.3)

The unit tangent to the boundary at this point is perpendicular to i and can be
shown to be

t =t.8x +t,8y = nyéx — n.éy. (B.13.5.4)
For the Dirichlet condition, since A(x,y) is constant on the boundary, the com-
pounent of the gradient of A(z,y) parallel to the boundary is zero. This gives the
relation

R dA dA
. V = —_— _— = - » et
t-VA=n, 2z~ * By 0 (B.13.5.5)
But we know that B, = 8A/8y and By, = —8A/8z. This gives us the relation
t-VA=-(n.B.+n,B)=-2-B=0 (B.13.5.6)
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'This imiplies that the maguetic field wust he parallel to the boundary.

For electrostatic problem, it is casily seen that V(z,y) constant on the boundary
leads to the equation

t-VV =—(t,E.+t,E)=—-t-E=0 (B.13.5.7)
This implies that the electric field must he perpendicular to the houndary.

For tlie Neumann coundition, the normal derivative of A(x,y) vanishes. This
gives the relation '

0A 84
n-VA=n.~—-+n,—=0. (B.13.5.8)
dx Oy A
But we know that B, = 84/8y and B, = —0A4/08z, and n, = —t, and n, = {,.
This gives us the relation
h-VA=tB.+t,B,=t-B=0 (B.13.5.9)

This implies that the magnetic field must be perpendicular to the boundary.

For electrostatic problem, it is easily seen that i - VV(z,y) = 0 leads to the
sequence of equations

. av av
n-vv = n,a <+ ﬂ-ya—y = 0, (B13.510)
and A
fi-VV = —(n,E, +n,E,) = -f-E=0 (B.13.5.11)

This implies that the electric field must be parallel to the boundary. Talle B.13.5.1
sununarizes the results.

Table B.13.5.I. Implications of Diriclilet and Neumann Conditions

Field Dirichlet Neumann

Magnetic parallel to houndary perpendicular to boundary

Electrostatic perpendicular to boundary parallel to boundary

In cases of higlh symmetry these conditions can hold exactly. There are two
main types of two-dimensional symmetry — reflection and rotation. Under each of
these types there are two subtypes — electric currents change sign or they do not.

Figure B.13.5.1 shows the two types of reflection symmetry and the directious of
the field lines. The plane between two equnal and opposite currents, which is called
a separatrix, has fi - B = 0 hence implies Dirichlet boundary conditions. The plane
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between currents of the same sign, which is called an “even line”, is a Neumnann
boundary. This assumnes of course that the line coincides with one of the boundary

lines for the problem.
—EVEN LINE

SEPARATRIX ~.

©
©

ODD SYMMETRY EVEN SYMMETRY

Figure B.13.5.1: The direction of magnetic ficld lines for two types of reflection
symumetry: separatrix and even line.

If there is rotational syuunetry, {this has the effect of introducing angular arrays
of separatrices and/or even lines as illustrated in I"ig. 13.13.5.2. If any of these spe-
cial lines corresponds to a boundary for the problem, then one can use the rule:

Separatrix — Dirichlet
Even line — Neumann.

Wlien there is iron in the problem, it is generallly true that the field inside the
iron near the surface is parallel to the surface, This means that if an iron boundary
coincides with a problemn boundary, then the boundary condition is Dirichlet.

When one cannot use symmetry or iron bounclaries, then the allowed boundary
conditions will only be approximate. It is still useful to look for separatrices be-
tween currents of different sign. When a separatrix hits a problem boundary, that
boundary tends to he nearly a Dirichlet boundary. See Fig. B.13.5.3. Another use-
ful fact is that the field outside an iron surface tends to be normal to that surface.
This may lelp in guessing tlie appropriate, approximate boundary conditions.
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Figure B.13.5.2: Rotational syminetry introduces arrays of reflection lines. In this
example ouly one half of the upper right rectangle is required to define the probelin,

and hence the 45° line will become a problem: boundary.
\‘\\\

SEPARATRIX S7 TOP

]

200 Y
PO 6
OO® B0E

AN EVEN /7 CoIL COIL

REFLECTION LINE

Figure B.13.5.3: Use of a separtrix to decide on an approximate houndary condition.
The separatrix S intersects the boundary T'OP, hence the field will he approximately
parallel to TOP, and hence Dirichlet.



60 Part B Chapter 13 Section 5 January 7, 1987

B.13.5.2 Meshes

(This subsection will discuss the numbering of the mesh points and discuss the
order in which the iteration schieme sweeps through the lattice.)



January 7, 1987 PART B CHAPTER 13 SECTION 6 61

B.13.6 Numerical methods used in POISSON and
PANDIRA

The customary way to solve the magnetostatic problem would he to map the
interior region with a mesh and then solve for the vector potential at these mesh
points using a discretized form of Poisson’s Equation and tle necessary houndary
conditions. Tle procedure used in this program does not directly solve Poisson’s
Equation; ratlier, it solves a forin of Ampere’s Law over a closed region made up of
triangular plates. The procedure is iterative using either a successive over-relaxation
algorithm (POISSON) or a direct method (PANDIRA) combined with an iterative
correction scheme for the reluctivity function to obtain an estimate of the solution.
The solution is tlie vector potential al each mesh point (vertices of the triangles).

The description of the procedure will be divided into the following sections:
B.13.6.1 Mesh formulation;
B.13.6.2 Nunerical procedure for calculating tlie vector potential at a inesh
point;
B.13.6.3 Boundary conditions;
B.13.6.4 Calculations of fields:
B.13.6.5 Computer algorithm using SOR method,;
B.13.6.6 Computer algoritlin using the direct imethod.

B.13.6.1 Mesh formulation.

An irregular triangular mesh is generated over the region, within the boundaries
conforming to the following rules:

1. The triangulation will form a regular topology; that is, it is topologically
equivalent to an equilateral triangle array in which six triangles nmeet at every
interior mesh point;

2. Any part of the interior that is unique or has the same attributes such as
current density, permeability, etc., nust be set-up as au interior subregion;

3. Any triangle along au external houndary or boundary of a closed interior
region will have two of its vertices lying on these boundary defining lines.
These boundaries will then be described by piece-wise linear segments which
are the sides of tlie interpolating triangles.

Since any polygonal region can be triangulated, the method can be applied to
regions of any shape and will produce a mesh in which houndaries and interfaces
lie entirely on mesh lines. In tliose areas where the gradient of the vector potential
is expected to be large the triangles should be made more dense.
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B.13.6.2 Numerical procedure for calculating vector potentials

at a mesh point.

The procedure solves for the vector potential, A(r), at each mesh point using a
relationship derived from Ampere’s Law,

f;H(r) dl= fSJ(r) fida. (B.13.6.1)

where H(r) is the magnetic field; J(r) is the current density; risr; €.+ 7, &é,+ 7, é,;
fi is a unit vector normal to the surface S; C is the contour of the line integral
enclosing the surface S; and S is the surface enclosed by the contour C. The

>3

Figure B.13.6.1: Relation hetween the surface and contour elements in Eq.(B.13.6.1)

solution is iterative in nature in that the calculated value of the vector potential at
a mesh point is a function of previous estimates and arbitrary initializations. The
following approximations are made for each triangular area:

1. The vector potential is linear over a triangle;
2. A reluctivity is associated with each triangle and is constant over it;

3. A current density is associated with each triangle and is constant over it.

Since Eq. (B.13.6.1) must be expressed in terms of the vector potential A(r), the
first step is to express the magnetic [ield H(r) in terms of the reluctivity v(|B(r)|)
and the magnetic induction B(r). This relationship is

(|B(r)|) B(r) = j,oH(r). (B.13.6.2)
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By substituting this into Eq.(B.13.6.1), Ampere’s Law becotnes

i‘ +(IB(r)) B(r) - dl = o fs I(r) - Ada. (B.13.6.3)

The final step is to use the fact that the magnetic induction B(r) is the curl of the
vector potential, namely,

B(r) = V x A(r). (B.13.6.4)
Substituting this into Eq.(B.13.6.3) give the required form

}i +(IB(E)) V x A(r) - dl = s /s J(r) - fida. (B.13.6.5)

Next the curl is expanded in terms of its components, giving

(84, 84\, | (8A. 8A,\. . (04, 8A.\.
VxA(r)—(ay -5 )e,+(62 - am)ev—{»(am - ay)e,. (B.13.6.6)

The induction B(r) is by definition in the simulation a 2-dimensional vector
lying in the z-y plane. The vector potential A(r) can then be chosen normal to this
plane with only the A,-component heing non-zero,

A, =A, =0. (B.13.6.7)

A necessary condition to be satisfied for Poisson’s equation, in addition to Ampere’s
Law, is that of the Coulomb gauge choice,

V. A(r) =0, (B.13.6.8)

which can be expanded in the following form,

8A, 8A, 0A,
.+..

5 Ty T a0 (B.13.6.9)

Since Eq.(B.13.6.7) implies |
8;‘ = %% =0, (B.13.6.10)

the only remaining condition from E¢.(B.13.6.9) is
38’1‘ =0. (B.13.6.11)

This is equivalent to the statement that the A, is not a function of z. By making
the position vector r a 2-dimensional vector in the z-y plane, the Coulomb gauge
condition has been satisfied. Henceforth it will be understood that

r=r.é, +r,8, (B.13.6.12)
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It follows that
84,. OA, .
B=VxA(r)= By & — 5. & (B.13.6.13)
and Eq. (B.13.6.5) becomes
8A, ., 04.. _ .
fé}‘y(]B(r)[) I:—a—];- &, — Ee,{l < dl = pgfsJ(r) nda. (B.13.6.14)

This section will only handle the development in Cartesian coordinates; the
theory in cylindrical coordinates is analogous.

Before continning with this derivation, a brief discussion of the complex notation
used in place of vector notation by the authors of POISSON would be helpful. A
two-dimensional vector

a=a,€: +a,é, (B.13.6.15)

can be represented as a complex number
a=a; - tay. (B.13.6.16)

The complex conjugate of a is defined by the relation

a* =a, —ia,. (B.13.6.17)
Given two vectors
a=a,8; +a,é, (B.13.6.18)
b=>b.8& +b,&, (B.13.6.19)
and their complex representation
a=a;+tay (B.13.6.20)
b=1b, +1by, (B.13.6.21)

then the product a*b can be written as
a*b = (a; — iay)(bs + ib,) = azbs + ayby, + i (azb, — aybs) (B.13.6.22)

and contains both the scalar and vector products of the vectors, namely,

a-b=ab+ayb, (B.13.6.23)
a x b= (a:b, — a,b:)é,. (B.13.6.24)

Hence we can write - S—
a'b=a-b+i& - (axb), (B.13.6.25)



January 7, 1987 PART B CHAPTER 13 SECTION 6 65

and it follows that
a - b = Re{a"b}. (B.13.6.26)

The above equation can be used to get the integrand on the left-hand side of
Eq.(B.13.6.14) into a tractable form.

Correspondiug to the relationship between the vector B(r) and the vector potential,

OA., OA,,
B(l‘) = —'y— €, — —a—.‘l:- €y (B.13.6.27)
one can define a complex function B4, '. 54,
Blaw) =5t +i (=50, (B.13.6.28)
and its complex coujugate
B*(z,y) = aA' 8(;1 (B.13.6.29)

The vector dl will not be represented as a sum of its components but rather as
a cotuplex nuber dl. The logic for this will be seen later in the analysis.

The integrand, excluding the v(|B(r)|) term, in this complex notation is

0A, aA
di
o)

The potential A, can be viewed as a scalar function of the complex number z,
namely,

B(r) - dl = Re{B"dl} = Re{ (B.13.6.30)

A (z,y) = A;(2) = A(z + 1y). (B.13.6.31)
It is also useful to think of A, as a function of both z and 2* since
Tz = %(z +2%) and y = %(z‘ - z). (B.13.6.32)

Now evaluate the partial derivatives 8A,(z,2*)/8z and 8A,(z,2°*)/8y.
It is easy to see that

8A.(z,2*) _ 8A,(z,2%) 0z + 0A.(z,2%)0z*

Oz - 8z 8z 8z az’ (B.13.6.33)
and 8A,(2,2") 8A.(2,2)8z 8A,(z,2")dz"
(2,2%)  0A.(2,2%) 8= (2,2*) 8z
e = ooyt B By (B.13.6.34)
Because of the relationus 5 820 .
0z - 0z
Zo1, =1, (B.13.6.35)
oz . oz* .
a =1, and 3 = —1, (B.13.6.36)
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it follows thiat the partial derivatives can he expressed as

0A:(z,2") (8 a .
5 = (32 + 32‘) A:(z,2"%) (B.13.6.37)
and OA( ) 5 5
z\ %, z* —a 2 _ .
ey i (32 Bz‘) A.(z,2°%). (B.13.6.38)

Substituting these relations into Fq.(B.13.6.29) gives

. _.]0 a ,[(90 a .
B(z,y) =1 [32 + 8z (32 - 32‘)] Ax(2,2°)

or

0A4.(z, 2"
B*(z,y) = % —'éz—’f-)-. (B.13.6.39)
Equation (B.13.6.30), with this new notation, hecomes
B(r) - dl = Re {212 al‘%z)dz} . (B.13.6.40)

A few words about Lthe intended numerical scheme are appropriate at this point.
The vector potential at each mesh point, including the boundary points, is calcu-
lated as a function of the following attributes of the six surrounding triangles:

1. The magnitude and position of the vector potentials at each of the surrounding
six mesh points,

2. The area of each of these triangles,
3. The current density of each of these triangles,
4. The reluctivity of each of these triangles.
The geometry used to calculated the vector potential Ap is shown in Fig. B3.13.6.2.

For notational convenience the following conventions are adopted for the remainder
of this section:

A=A, (2,2%) and Ji = J, (%, 2%).

Ampere’s Law is now applied to a contour around the point i = 0. The contour
is not on the circumference of this hexagon but rather on a dodecagon whose cir-
cumference passes through the midpoints of each side shared by two triangles and
the respective centroids of each triangle. The path is shown in Fig. B.13.6.3.

The procedure for evaluating the integrals will he developed for one of the triangles

H = I N S R s
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Figure B.13.6.2: Definition of physical quantilies relative to the mesh geometry.
A; is the vector potential at mesh point i; +;'s are reluctivities; J;’s are current
densitites; and w;'s are coupling parameters.

Figure B.13.6.3: Palh of contour integration for Ampere’s Law.



68 PART B CHAPTER 13 SECTION 6 Januarvy 7, 1987
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Figure B.13.6.4: The conlour integralion over {hie dodecaledron can be broken into
integratious over six quadrangles.

Ampere’s equation for the shaded portion of Fig. B.13.6.4 using the complex
notation, is given by

84
}i«/g(m(r)J)Re {ziE dl} = yng"—;, (B.13.6.41)

where C is the path (pp, 1, P2, P3, Po); 02 is the area of “triangle 2”; J, is the normal
component of current deusity for “triangle 2”; «; is the reluctivity for “iriangle 2”;
and pp is 4 x 1077 in rationalized MKS units.

To evaluate the left-hand side of E¢j.(3.13.6.41), a functional relationship of tlie
vector potential over the iriangle must be developed. The assumption of the pro-
gram is that the vector potential varies linearly over any triangle in the mesh. Using
the three-point form for the equation of a plane, an expression for the vector po-
tential at any poiut can be developed. The positions of the three vertices and their
respective vector potentials are used to determine the coefficients of the expression.
The three-point forim can be written as the determinant,

z—zp 2" —z5 A-— Ao
z—2 2y —z25 A — A4 |=0. (B.13.6.42)
29— 20 23— 2z5 Az — Ao

The plane in function space is pictured in Fig, B.13.6.5.

Expand this determinant and solve for A. Introduce the notation
AAl = A] - Ao (8.13643)

%
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A
<]
(2g29")

Figure B.13.6.5: The vector potential A(z, z*) is taken to be a linear function over
each triangle. The functional dependence is completely determined by the values
of A at the corners.

and
It can be shown that the determinant reduces to
(z — 20)(2] — 25)A Az + (22 — 20)(2" — 25)A A, + (21 — 20)(25 — 25)(A — Ao)
— (22 — z0)(2] — 25)(A — Ao) — (2 — z0)(23 — 20)AA; — (21 — 20)(2" — z5)AA; = 0,

(B.13.6.45)
which can be solved for A, giving
_ [AA] [(2 — 20) (25 — z5) — (22 — 20) (z* — 23]
A e e ) - %) — (52 - 20) (5 — 770
L 184l (21— 20) (2" = 28) — (2= 20) (3 = 7)) (B.13.:6.46)

(21 — 20) (25 — 25) — (22 — 20) (2} — 23)
Taking the origin at the coordinates (20, z5) reduces Eq. (B.13.6.46) to

A=&+AAQ‘AM“2+AM“—AA”£, (B.13.6.47)

2123 — 222y 2123 — 2227

or
A=Ag+Cz—C*2" (B.13.6.48)

where

_ AA12; - AAzz;

2125 — 2227

C (B.13.6.49)



70 PART B CHAPTER 13 SECTION 6 January 7, 1987

Using Eq.(B.13.6.47) it is an easy task to calculate
oA C = AA =5 — AA;;Z;.

8z 225 — 222

(B.13.6.50)

Substituting this expression into Eq.(B.13.6.41) and making the assumption that
the reluctivity is constant, namely

v2(|B(r)|) >~ v2 = constant (B.13.6.51)

and is not a function of |B(r)[, the results are

jf, ~v2Re [(Zz'AAlzz = Ads ) (dl)l = poJ % (B.13.6.52)

- -

Since the integrand is not a function of z it may he taken outside the integral sign.
The result is

~2Re [2iAA12 2 — AAZ", f dl] - ,quzg'z‘- (B.13.6.53)
212%y — 22y c 3

Before evaluating the line integral it sliould be recalled that all six triangles will
be used in the final equation for Ag. The assumption is made that the effective B(r)
field on the common side of any two adjacent triangles is the average of the B(r)
fields in the two triangles. Therefore the line integrals, in the opposite directions,
along any of these common sides will cancel each other. This is illustrated in Fig.
B.13.6.6.

Triangles on the boundary will not have their path integrals canceled along
the boundary. Hence the advantage of this type of conliguration implies that the
sum, over {he entire problem area, of Ampere’s Law applied locally around each
mesh point is equal to Ampere’s Law applied around the boundary of the complete
problem. See Fig. B.13.6.7.

Returning to the geometry of Fig. B.13.6.4, this leaves the integration over the
open path C = (p;1, p2, ps) where the points p; and p3 have coordinates given by
the complex numbers

pr =2 ;”“ (B.13.6.54)
and +
Zq =
ps == (B.13.6.55)

The noncanceling part of the contour integral is

}idl:/:dl+/:dl
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Figure B.13.6.6: It is assumed that the effective B(r) on common sides of of adjacent
triangles are the same and therefore the line integrals along these common sides will
cancel one another.

Right
Boundary

&

S
&

Figure B.13.6.7: The sum of contour integrals around each point adds up to a
contour integral around the whole region because of cancelation of interior contours.

l.ower Boundary
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= (p2 — p1) + (pa — p2)

=P3— DM
. Zg+20~21+20
2 2
2y — 2y
= 2= (B.13.6.56)

-~

Substituting this result into equation (13.6.53) gives the equation

AAz, — AAzy) (22 — = ;
~v.Re Az 2 1)_( =) 2, (B.13.6.57)
2125 — 2224 3

In order to obtain the real part of the factor on the left-hand side, it is necessary
to express the positional variables z; and 2 in terws of the angles (8o, 5:,32) and
the side dimensions (dp,d;,d;) of the triangle shown in Fig. B.13.6.4. Begin by
evaluating the denominator, namely

2y 25 — 23 2. (B.13.6.58)

The =’s can be expressed in exponential form as follows:

21 = dac’™ (B.13.6.59)

2z} = dye”'™ (B.13.6.60)
2y = d,e'ertPo) (B.13.6.61)
z = dlé—"(‘““’o). (B.13.6.62)

When these expressions are substituted into E¢.(B.13.6.58) the result is
21 2%2 — 232 = dpe® dye@11P0) _ g eilertho) g, e i
= dyd; (e'iﬁ° - eiﬁ°)
= —12d,d; sin (Fp) . (B.13.6.63)
Next evaluate the numerator,
1(AAy z; — AAy z]) (22 — 1), (B.13.6.64)

using the relations

23 — 2y = —dpcos (g — ay) + idosin(fFo — o)

= doei(w-}-ax —31), (B,]_3.6_65)
Z‘l (22 — Zl) = dze—ial . doet'(ﬂ'-}-al—ﬁl)
= —dodpe™, (B.13.6.66)



January 7, 1987 PART B CHAPTER 13 SECTIONG6 173

7y (22 — z1) = de7 @) L doet (m 4 ) — )
= —dod; %2, (B.13.6.87)
We find that Eq.(B.13.6.64) can he written,
i(AA1zy — AAz}) (22 — 21) = i (AArdod 1™ + AArdodre™) . (B.13.6.68)

Having evaluated both the numerator aud denominator of Eq. (B.13.6.57), we
can combine our results to obtain the following,

R i(AdAizy ~ AAy2}) (23— )] R i(AAldodle"ﬁz + A Azdodze—iﬂx)
) - —i2d,ds sin (o)

2y ZE et 222:

=R [AAydod,] [cos (B2) + isin(B2)] + [AAzdods] [cos (—f1) + isin (-5 )]
= Re —2d, d, sin (Go)

_ AAdodycos(f:)  Adadad; cos (6)

2d,d, siu (Gp) 2d,d; sin (fo)

_ AAjcos(B2)sin(fo) AAzcos(f) sin(Bo)
T 2sin (Bo) sin(B2) - - 2sin(Bo) sin(By)

(B.13.6.69)

where i in (o)
_sin(f ‘
4 = sin(B) B’ (B.13.6.70)
e do _ sin (o)
o sm
- = X 13.6.7
4~ sin(fa) (B.13.6.71)

The final expression is in terms of the cotangents of the interior angles and the
vector poteutials at the vertices, namely,

Re i (AA,z;”— ?Azz{)‘(”’? —z)| —% [AA) cot (B2) + AA; cot (By)]
2129 — 2224
= —% {[A1 — Ao] [cot (B;)] + [Az — Ao] [cot (51)]}
= ';‘{[Aol [cot (B1) + cot (B2)] — Aj cot (Bz) — Az cot (B1)} . (B.13.6.72)
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Substituting this result into Eq.(B.13.6.57) gives the relation

% {[Ao] [cot (B1) + cot (82)] — Aj cot (8a2) — Az [cot (51)]} = quZ(;l. (B.13.6.73)

Change the angle representation from 3's to 8’s as shown in Fig. B.13.6.2. The
result is

7—; {[Ao] [cot (83) + cot (84)] — A; cot (82) — Az [cot (63)]} = poJ,%?-. (B.13.6.74)

The complete line integral around the dodecagon is the sum of the partial paths
over each triangle. See Fig. B.13.6.3. The result is

% [Ao] [cot (8:) + cot (8;)] — Ay cot (8;) — Aj cot (62)}
+‘§ {[Ao] [cot (63) + cot (84)] — Az cot (83) — A, cot (64)}
+3 {[Ao] [cot (8s) + cot (8e)] ~ Aa cot (8s) — Az cot (6)}

+

+12‘1 {[Ao] [cot (611) + cot (B:2)] — Ag cot (81,) — As cot (612)}

fo 2 -
= 5— Z J,'ﬂ.;. (B.13.6. {5)

Solve for Ap using the following “coupling” coeflicient notations,

=1
1

wy = 5 [71 cot (61) + 72 cot (64)]
1

wy = 5 [y2 cot (65) + ~va cot (66)]

we = % [s cot (85) + ¥4 cot (6s)]

1
we = 3 [Ye cot (611) + 71 cot (62)].

The final result is

— E?:l A,”UJ,‘ + Hs?. E?:l Jla"l
= 3 .
i=1 Wi

Ao (B.13.6.76)

ohey EE e ..
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B.13.6.3 Boundary conditions.

Boundary conditions are divided into two classes:

1) Dirichlet - the value of the solution variable is specified at a boundary;
2) Neumann - the value of the normal derivative of the solution variable is
specified at a boundary.

Only one of these boundary conditions can be qualified over a specified portion of
the boundary.

Dirichlet boundary: Auny boundary or portion of a boundary that is specified as
Dirichlet has a value of the solution variable, A, at each mesh poiut on the bound-
ary. The default value at these mesh points is zero. The user may input non-zero
values, if necessary, for the problem definition.

Neumann boundary: In the case of the Neumann boundary condition, the only al-
lowed value, at the mesh points along this boundary, for the normal derivative of
the potential A, is zero, which can be written

8A. . ~
—31;'— €n =0, (B.13.6.7l)

where €, is the unit vector normal to the boundary.

Since the program, computationally speaking, uses only Dirichlet values at mesh
points on the boundary, any boundary or boundary segment that is designated as
Neumann must have an appropriate set of Dirichilet values calculated for these
points. The procedure is the sanie one that is used for calculating the vector po-
tentials A, over the interior mesh points with the exception that the values of the
reluctivities associated with those triangles lying outside the boundary are set equal
to zero. Each Neumann boundary point must be surrounded by 6 triangles as in
Fig. B.13.6.8. This is identical to the geometrical structure in Fig. B.13.6.3 with
the exception that the path integral will not lie in the triangles outside the bound-
ary nor along the boundary but will follow the contour defined in Fig. B.13.6.8.

It is required to show that the path integral along this Neumann boundary is
zero. First divide the closed path of integration into three parts. This will include
the boundary even though it will be later shown that the path integral along this
segment is zero.
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Interior
Region

Figure B.13.6.8: Path of contour integration on a Neumann boundary is C = path
(P1; P2y -y P8, PF7)-

§. 1(BE) B - di+ § Y(BE)BE) - di4+ § +(BE))B() - dl =

po [ 3(x) - fida (B.13.6.78)
S

where C; is the path (po,p1); Cs is the path (p;1,p2,...,Pe,pr); and C;s is the path
(p7) Po).

Recalling that the vector functions B(r) and A(r) are 2-dimensional, we write
B(r) = Bn én + Bt ét (B.13.6.79)
and

A(r) = An én + Ag ég + ..‘1, é:‘ (B.13.6.80)

where &, is the unit vector normal to the boundary, and &, is the unit vector tangent
to the boundary.

Using Eq.(B.13.6.4), namely,
B(r) = V x A(r), (B.13.6.81)
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and expanding the curl in this reference system, one obtains the result

Bir) = 8A. A, 0An A\, (04 04,
O ={% "3 1"\ 3 3 /%t 5n &

The reasoning is still valid, as in Eq. (B.13.6.7), that the components of A(r) in
the two-dimensional plane are equal to zere, hence

) é,. (B.13.6.82)

An=A =0 (B.13.6.83)

The resull of equating the coefficients of like unit vectors is

04,
B, = Y (B.13.6.84)
and
8A,
By =~ o (B.13.6.85)
Siuce at a Neumanu boundary 5
.-4;
o =0, (B.13.6.86)
then
B, =0. (B.13.6.87)
Hence along the Nenmann boundary
B(r) - dl = B,dl = 0. (B.13.6.88)

The path integrals along a Neuniann boundary segments will then be zero, that is,

$ HBEDBE) - di= § 1(BE))BE) - di=o.
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B.13.6.4 Calculation of fields.

The magnetic induction, B(r), by definition is a 2-dimensional vector function
lying in the zy-plane.

B(r) = B. & + B, 8, (B.13.6.89)
and is equal to the curl of the vector potential A(r)
8A, ., 0BA, .
B(r) = Vx A(r) = By & B—m‘ey. (B.13.6.90)

Equating the coefficients of like unit vectors of the ahove equation with those of the
magnetic induction B(r) from Ec.{B.13.6.89) give the required equations describing
the components of the magnetic induction over each triangle in terms of the only
non-zero component of the vector potential, 4,. Since the vector potential is linear
over any triangle the magnetic induction, B(r) will be constant over that iriangle.
The partial derivatives

84,
B = - (B.13.6.91)

and 84
B, = -— (B.13.6.92)

can then bhe evaluated, analytically, for any triangle in the mesh by nsing the po-
sitions, (x,y), of the three vertices and their corresponding values for the vector
potential component, 4_, at these points. The following equations are the results
of evaluating Eq. B.13.6.37 and Eq. B.13.6.38 using Eq. B.13.6.47:

9A, _ (A2 — Ag)xy — (A — Ag)z2

B, — B.13.6.93
Ay TyYs — Tal ( )
8A, A, — A — (A - A
B, =-24: _ {4 o)1 — (41 = Ao)yz. (B.13.6.94)
dz T1Yz — Tayh

The origin for each triangle in the above equalions is taken at the coordinates
(20, v0) = (0,0) for convenience.

B.13.6.5 Computer algorithm using SOR method.

In the development of the algorithin that solves for the vector potential, A(r),
the assumption was made that the reluctivity v is constaut over a triangle and not
a function of the maguetic induction B(r), namely

%(|B(r)|) = v = constant. (B.13.6.95)

This was an expedient whichh now must be dealt with. An iterative procedure is
used by the program that handles this problem. It solves for the vector potential
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one mesh point at a time while also modifying the reluctivities of the surrounding
six triangles. Use Fig. B.13.6.2 as a reference for the procedure steps. These steps
are as follows:

1. Civen the estimnates, both initlialized and calculated, for the vector poten-
tial to be calculated, Ag, as well as those on the six surrounding mesh poiuts,
Ay, Aa, ..., As, Ag, calculate new estimates of the reluctivities v, 72, ..., 75, 76
associaled witls these six {riangles . Use these to the calculate new estimmates
of the coupling coeflicients, w;""¥, w,™Y, ..., ws™™, we"”. Now underrelax
these values,

'U."‘,n+l — qurinew + (1 — Q)wi" (B.13.6.96)
where 0 < g < 1.

2. Calculate a new estimmate of the veclor potential, Ap, using a successive over-
relaxation (SOR) techuique,

k
Sia Avwlt 4520 AT et 570 Jia Ak
0

[} n+l
i=1 Wy

A’J“:A'5+w[

(B.13.6.97)
where 0 < w < 2. The superscript index &k in the above equation is a sweep
couuter of estimates and is not incremented until a convergence criterion for
the vector potential is met.

3. Repeat steps 1 and 2 until a convergence criterion is met.

This procedure is followed for each mesh point as it sequentially sweeps across the
mesh.

B.13.6.6 Computer algorithm using the direct method.

A direct method was develuped for the program PANDIRA. It is direct in the
sense that estitales of the vector potential for all the interior mesh points are calcu-
lated simultaneously. The procedure is still overall iterative in that the reluctivities
of each triangle inust be first estiimated before the vector potentials can be calcu-
lated directly and then these two steps repeated again until a convergence criterion
is met. The procedure is as follows:

1. Given the estimates, both inilialized and calculated, for the vector potentials
on the boundaries and well as all the interior mesh points, calculate new
estimates of the reluclivities, «;, for all the interior triangles. Use these to the
calculate new estimates of the coupling coefficients, 1;"**. Now underrelax
these values, using the relation

w" = quw™ + (1 — g)u" (B.13.6.98)
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where 0 < g < 1.

2. Calculate new estimales of the veclor potentials using a direct method that
takes advantage of the block tridiagonal forin of the matrix. The number of
equations is equal to the number of interior points to be solved. The follow-
ing equation, referenced to Fig. B.13.6.2, can be used to setup these linear
algebraic equations which then can be solved siinullaneously. The resulting
equalion is

T A + 2 vE ) e

€ 1
Ei:l u'in+

3. Repeat steps 1 and 2 until a convergence criterion is met.

Ao (B.13.6.99)
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B.13.7 Table of Problem Constants in Numerical
Order

Constant Default Symbol Function

CON(1) 0 KPROB KPROB is used by LATTICE to differentiate between a
SUPERFISH and a POISSON-PANDIRA run. It is set to 0
or 1 in LATTICE, depending on the absence or presence of a
character in the first position of the title line. KPROB = 0
- means POISSON or PANDIRA. KPROB # 0 meaus
SUPERFISH.

CON(2) none NREG Number of regions in the problem. Passed by AUTOMESH
to LATTICE and from LAT'TICE to POISSON or
PANDIRA. Note: NREG 1nust be less than 32.

CON(3) note  LMAX Number of points in the I (vertical) direction in the logical
mesh. Determined in LATTICE.

CON(4) none KMAX Nwumber of points in the K (horizontal) directon in the
logical mesh. Determined in LAT'T'ICE.

CON(5) nome IMAX IMAX = KMAX + 2

CON(6) -2 MODE Option indicator for permeability in matter. MODE = -2
indicates “infinite” permeability (iron); MODE = -1 indi-
cates permeability is finite, constant and defined by
CON(10); MODE = 0 indicates permeability is finite, not
constant, and the values will be taken from the internal table
or tables supplied by the user. Mode = 0 can also be used to
read in up to 4 values of constant ¥ = 1./u. Sce Chap. B.5
for more information.

CON(7) 1.0 STACK Stacking or fill factor for iron regions. The default value of
STACK will be overwritten for regions with MAT > 1 when
tables are entered by changing CON(18). See Chap. B.5

CON(8) 1.0E+15 BDES A flag for changing tlie value of the magnetic field B at
location (KBZERO = CON(40), LBZERO = CON(41)). If
BDES is not equal to its default valite, the electric current
factor XJFACT = CON(66) will be adjusted so that |B| =
BDES within a tolerance XJTOL = CON(67). 1f BDES is
left at its default value, no adjustment is made.

CON({(9) 1.0 CONV  Conversion factor for length units. Default units are centi-
meters. Set CONV equal to the number of centimeters per
unit desired. CONV must. be be changed in LATTICE.

CON(10) 0.004 FIXGAM The value of ¥ = 1/(relative permeability) when the user has
set CON(6) = MODE = ~1. FIXGAM is also used to
initialize a table for MODE = 0.



82 PART B CHAPTER 13 SECTION 7 January 7, 1987

Table of Problem Constants in Numerical Order (cont.)

Constant Default Symbol Function

CON(11) 0 NAIR  Number of “air” points. The default is an initial value.
LATTICE counts the number of mesh poiuts in the air
regious of the maguet and records the value in CON(L1).
The user has no control of this CON,

CON(12) 0 NFE  Number of “iron” points. The defanlt is an initial value,
LATTICE connts the nnmber of mesh points in the iron
regions of the magnet and records the value in CON(12).
The user has no corttrol of this CON.

CON(13) 0 NINTER Number of interface points. The defanlt is an initial value.
Ay interface point is a poinl whose nearest. neighbors are a
mixture of air points and iron points. See CON(11) and
CON(12). The user has no control of this CON.

CON(14) none none Not used in POISSON or PANDIRA problems.

CON(15) none NPINP Total number of poinis in the problem. NPINP = NAIR +
NFE + NINTER + NBND + NSPL. The user has no
control of this CON.

CON(16) 0 NBND Number of Dirichlet boundary points. Default is an initial
value. LATTICE counts these points and stores the nunber
in NBND. The user has no control of this CON.

CON(17) 0 NSPL Number of points held at special fixed potential values.
Default is an initial value. POISSON couuts these points
and stores the number in NSPL. The user has no control of
this CON,

CON(18) 0 NPERM If positive, this is the number of permeability tables to be
read in as daia by POISSON or PANDIRA. If negative, it is
the number of stacking factors to be used with the internal
permeability table or up to 4 different v's if CON(6) =
MODE = -1. After entering a nonzero value of NPERM, the
action of the code is complex. See Sec. B.5.4 for details.

CON(19) 0 ICYLIN A fiag indicating the coordinate system to be used. ICYLIN
= 1 indicates cylindrical coordinates using (horizontal, verti-
cal) = (R, Z). Note that these axes are interchanged relative
to those used in SUPERFISH. ICYLIN = 0 indicates
two-dimensional (X,Y) coordinates. CON(19) must be
changed in POISSON, PANDIRA, MIRT, or earlier.
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Table of Problemt Coustants in Numerical Order (cont.) -

Constant Default Symbol

Function

CON(20)

CON{21)

CON(22)

CON(23)

CON(24)

CON(25)

CON(26)

CON(27)

CON(28)

CON(29)

0

0

INPUTA

NBSUP

NBSLO

NBSRT

NBSLF

NAMAX

NWMAX

NGMAX

NGSAM

LIMTIM

The nuinber of special fixed potential values to be read in as
data by POISSON or PANDIRA. When INPUTA is set, the
code will write “NUMBER OF FIXED POTENTIAL
VALUES TO BE READ IN (INPUTA)." The user is now
expected Lo enter INPU'TA number of lines of the form: “K
L POT”" where (K,L) are the logical mesh coordinates of the
point and POT is the value of the potential in the appro-
priate units for the problem.

An indicator for the type of boundary conditions on the
upper boundary. NBSUP = 0 indicates a Diriclilet boundary
condition, which means magnetic ficld lines are parallel to
the boundary line. NBSUP = 1 indicates a Neumnann bouu-
dary condition, which means that the magnetic field lines are
perpendicular to the boundary line. The default value that
was passed by AUTOMESH is shown, AUTOMESH will
pass the other value if IBOUND on the REG iuput line is
used. See Sec. B.3.3.

An indicator for the type of boundary condition on the lower
boundary. See CON(21)} for description. The AUTOMESH
default is shown. (The default from» LATTICE is 0.)

An indicator for the type of boundary condition on the right
boundary. See CON{21) for description.

An indicator for the type of boundary condition on the left
boundary. See CON(21) for description.

Number of elements in the GTU and GTL vectors. The user
lias no control of this CON,

Number of points for recalculating couplings. The user has
o control of this CON.

Number of points for recalculating gammas. User has no
control of this CON.

Number of points for recalculating gammas with NM6 =
NM1. The user has no control of this CON.

An indicator used to check the remaining time iu the run.
Deactivated by comment in both POISSON and PANDIRA.
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Table of Problemn Constants in Numerical Order (cont.)

Constant Default Symbol Function

CON(30) 100 000 MAXCY Maximum number of iteratinn cycles. In POISSON the
default is as shown; in PANDIRA the default is 20.

CON(31) 0 I[PRFQ The print frequency dunring POISSON interation cycles.
IPRFQ = 0 indicates that the iteration information will be
printed only on the first and last cycle. Input values of
IPRFQ must be integer multiples of IVERG = CON(87).

CON(32) 0 IPRINT An indicator for print options: IPRINT = -1 in LATTICE
writes the (X, Y) coordinates of mesh points to QU I'LAT.
IPRINT = 1 (or any odd integer) writes a map of the
solution matrix A into OUTPOI or OUTPAN. If IPRINT =
2, POISSON constructs and writes the gamma vs B table to
OUTPOI; POISSON andl PANDIRA write a map of |B| in
the iron triangles. IF IPRINT = 4, POISSON and
PANDIRA write field components (B, By) in the iron
region triangles into OUT'POI or OUTPAN. Anuy comnbin-
ation of these tlhiree write options is available by summing
the IPRINT values. For example, IPRINT =7 (1 + 2 + 4)
will give all three options.

CON(33) nome none  Not used in POISSON or PANDIRA,

CON(34) -1 INACT An indicator to allow the user to interact with the iteration
during POISSON or PANDIRA. If INACT > |, the calcu-
lation is stopped at intervals and the user is asked to type:
“GO”, “NO”, or “IN". If “GQ", iteration continues; if “NO”,
iteration stops and final results are written; if “IN", user is
asked for new values of CON’s,

CON(35) 0 NODMP An indicator controlling the write to TAPE35. If NODMP =
0, a duinp is written; if NODMP # 0, no dump 1s written.

CON(36) 0 IRNDMP Not used in POISSON or PANDIRA. [n MIRT IRNDMP =
1 causes the code to read fromn two dumps on TAPE35 when
doing either gamma = D or gamima finite optinizations.

CON(37) 1 MAP A parameter in the conformal transformation W =
Z**MAP/(MAP*RZERO **(MAP-1). In LATTICE this will
cause a transformation of the current deusity; in POISSON
or PANDIRA the permeability is transformed and the fields
are calcnlated in both the original and transformed geoine-
tries. For more inforination on the use of conformal trans-
formations, see Sec. B.13.4.
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Table of Problem Constants in Numerical Order (cont.)

Constant Default Symbol Function

CON(38) 0.0 XORG The real part of the complex number Z0 used to specify the
origin in the polynomial expansion for the magnetic poten-
tial A(X,Y) = Re[EC, * (Z — Z0) * #n]. The dimension of
C'ON(38) is centimeters; values are automatically multiplied
by CON(9) = CONV to get XORG and YORG. Note: For
cylindrical coordinates, CON(38) is always zero. For more
information on this, see Secs. B.5.3 and B.13.3.

CON(39) 0.0 YORG The imaginary part of the complex number Z0. See
CON(38) for further clescription.

CON|(40) 1 KBZERO The K logical coordinale of the poiut at which BDES =
CON(8) is specified.

CON(41) 1 LBZERO The L logicnl coordinate of the point at which BDES =
CON(8) is specified.

CON(42) 1 KMIN  The lower K bound of the region in which the ficld and its
gradient are to be calculaled at each mesh point.

CON(43) KMAX KTOP The upper K bound of the region in which the field and its
gradient are to be calculated at each mesh point. If the user
prefers to specify physical limits to the region, then KTOP is
used to determine DX. See CON(54) through CON(57).

CON({(44) 1 LMIN  The lower L bound of the region in which the field and its
gradient are {o be calculated at each mesh point.

CON(45) 1 LTOP The upper L bound of the region in which the field and its
gradient are to be calculated at each mesh point. If the user
prefers to specify physical limits to the region, then LTOP is
used to determine DY. See CON(54) through CON(5T).

CON(46) 2 ITYPE A constant specifying the symmetry of the problem and used
to determine which C,, terms appear in the harmonic analy-
sis of the complex potential function and whether C, is real,
imaginary or complex. For further discussion see Secs. B.5.3
and B.13.3. For problems with cartesian coordinates:
ITYPE = 1 means no symmetry, ITYPE = 2 means mid-
plane symmetry, ITYPE = 3 means elliptical aperture quad,
ITYPE = 4 means symmetrical quad, ITYPE = 5 means
skew elliptical aperture quad, ITYPE = 6 means
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Table of Problem Constants in Numerical Order (cont.)

Constant Default Symbol

Function

CON({46)

CON(47)

CON({48)

CON(49)

CON(50)

CON(51)

(cont.)

0.125

1

0

w2

ISECND

NFIL

100000 IHDL

2

NPONTS

symmetrical “H" dipole or elliptical aperture sexupole,
ITYPE = 7 means symmcirical sextupole, ITYPE = 8
means clliptical aperture octupole, I'TYPE = 9 means
syrmuetrical octupole. For all of the above symmetry codes
except ITYPE = 1 or §, field lines are perpenclicular to the
X-axis. For ITYPE = 5, the X-axis is a field line.

For vector potentials in cylindrical coordinates: [TYPE = 1
neans no synunetry, IFYPE = 2 means midplane synunetry
and the magnetic field lines are perpendicular to the R-axis.

For scalar poteutials in cylindrical coordinates: I[TYPE = 1
means no symmeiry, ITYPE = 2 means midplane syimmetry
and the lines of constaut potential are perpendicular to the
R-axis, ITYPE = 3 means miclplane symmetry and the
R-axis is a line of constant potential.

The weight factnr for the second nearest neighbors to a given
lattice point in the mesh; W2ND = W2, It is used in the
determination of the C,,’s in the harmonic expansion of the
potentials. See Secs. B.5.3 and B.13.2.

An indicator telling the program to use second nearest
neighbors in determining the C','s in the harmouic expansion
of the potentials. ISECND = 0 means use first neighbors
ouly; ISECND = | means use st and 2nd nearest neighbors.

The number of current. ilament values to be read in. If NFIL
# 0 the program will print *“NUMBER OF CURRENT
FILAMENT VALUES TO BE READ IN = (NFIL}". The
user is expected to type NFIL lines of the form: K L CFIL.
K and L are the logical mesh coordinates of the filament and
CFIL is the current in the filament.

An iudicator nsed in POISSON only to determine the nnm-
ber of cycles between making quasi-integrals of H - dl around
the Dirichlet boundary. Making corrections to the sclution
matrix based on the value of this integral sometimes speeds
the convergence, purticularly for nou-symmetrical “H™
magnets.

In LATTICE this is the number of unknown relaxation
points in the mesh. In POISSON and PANDIRA: NPONTS
= NAIR + NINTER if MODE < -2; NPON'['S = NAIR +
NINTER + NFE if MODE > -2
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Table of Problein Constants in Numerical Order (cont.)

Constant Default Symbol Function

CON(52) 0.001 OMEGAO or A parameter used in calculating overrelaxation factors in
OMEGA  LATTICE and POISSON.

CON({(53) 25 IRMAX  An iudex for checking the progress of the relaxation process
in LATTICE; not used in POISSON or PANDIRA.

CON(54) 0.0 XMIN CON(54) through CON(57) are used to redefine the region
over which the field and its gradient are calculated. If
CON(54) through CON(57) and CON(42) through CON(45)
are left at their default values, then the field and its gradient
are calculated only along the horizontal axis. The user can
define a larger region. XMIN is the lower X bound of the
redefined region.

CON(55) 0.0 XMAX  The npper X bound of the region over which the field and its
gradient are calculated. The quantities are calculated on a
grid. The grid step DX is specified by DX = (XMAX -
XMIN)/(KTOP - 1), where KTOP = CON(43).

CON(56) 0.0 YMIN The lower Y bound of the region over which the field and its
gradient are calculated. See CON(54).

CON(57) 0.0 YMAX  The upper Y hound of the region over which the field and its
gradient are calculated. The quantities are calculated on a
grid. The grid step DY is specified by DY = (YMAX -
YMIN)/(LTOP - 1), where LTOP = CON(45). See
CON(54).

CON(58) 0 IBOUT A parameter controlliug a phantom output file for POISSON
or PANDIRA. At present, IBOUT = 1 will cause your run to
abort because of a write to an unassigned file. IBOUT has

been deactivated by a “c” in column 1 of statements involv-
ing IBOUT.

CON(59) w Pl Pl is given to machine accuracy, namely, P1 = 4. *
ATAN(1).

CON(60) 0.0 SPOSG  Total positive current at generation; used only in LATTICE.
The user has no control of this CON.

CON(61) 0.0 SNEGG  Total negative current at generation; used only in LATTICE.
The user has no control of this CON.

CON(62) 0.0 STOTG  Total current in problem at generation; used only in
LATTICE. The user has no control of this CON.
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Table of Problem Constants in Numerical Order (cont.)

Constant Default Symbol Function

CON(63) 0.0 SPOSA Total positive current in problemn at solution. The user has
uo contro] of this CON.

CON(64) 0.0 SNEGA Total negative current in problem at solution. The user has
no control of this CON.

CON(65) 0.0 STOTA Total current in prablem at solution. The user has no
control of this CON.

CON(66) 1.0 XJFACT The factor by which all current and current densities (but
not. current filmments) will be scaled in POISSON or
PANDIRA; XJFACT = 0.0 indicates the use of a scalar
potential (no currents) for electrostatic problems.

CON(67) 1.0E-04 XJTOL The tolerance allowed in the determination of XJFACT =
CON(66) when given BDES = CON(8), the field at a
specified point.

CON(68) 1.0 AFACT The factor in MIRT by which scalar potentials are scaled
when XJFACT' = CON(66) = 0.0,

CON(69) 0.0 RATIO The ratio of |BZERO|/(XJFACT = CON(66)) in POISSON
for the solution in the air portion of the problem.

CON(70) 0 ICAL  An indicator for the type of formula to use in calculating the
current associated with a point near the boundary of a coil.
Can only Le changed in LATTICE. ICAL = 0 means use
normal area formula; ICAL = 1 means use angle formula.
This latter formula is more accurate near coil boundaries.

CON(T71) 0 NEGAT A flag indicating a zero or uegative area triangle in the mesh.
This may occur in the relaxation of the mesh in LATTICE
and NEGAT # 0 will generate a diagnostic message.

CON(72) 0.0 SNOLDA The old sum of delta squared’s for air points. Tlis number is
calculated in POISSON at the end of IVERG = CON(87)
cycles.

CON(73) 0.0 SNOLDI The old sum of delta sqnared’s for iron points. This nuinber
is calculated in POISSON at the end of IVERG = CON(87)
cycles.
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Table of Problem Coustants in Numerical Order (cont.)

Constant Default Symbol Function

CON(74) 1.9 RHOPT1 A flag to cause optimization of the parameter CON(75) =
RIIOAIR. If RHOPT'I is equal to the initial value of
RHOAIR, then RIHOAIR is automatically optiinized during
the iterations.

CON(75) 1.9 RHOAIR The overrelaxation factor in POISSON for air and iuterface
points and for iron points in problems with the permeability
finite and constant. This factor is antomatically optimized
during the iteration if the initial value of CON(75) =
CON(74) = RHOPTI.

CON(76) none RIIOM1 RHOMI = RHOGAM - 1., where RHOGAM = CON(78).
T'he user has no control over this CON.

CON(7T) 1.0 RHOFE The over relaxation factor for iron points in problems with
finite but variable perineability. Used in POISSON.

CON(78) 0.08 RHOGAM The overrelaxation factor for the inverse permeability in
problems having finite but variable permeability. Used in
POISSON.

CON(79) 186  RHOXY The initial value of the X and Y mesh over-relaxation factors
in LAT'I'ICE.

CON(80) 1 ISKIP  The number of cycles hetween recalculation of inverse
permeabilities during a problem with finite and variable
pereability. Used in POISSON.

CON(81) 1 NOTE A flag for determining the order in whicli the mesh points
are relaxed. NO'U'E = 0 gives the order: air points, interface
points, then iron poiuts.

NOTE = 0 must be used for PANDIRA. NOTE = 1 gives
the order: (air + interface) points, then iron points.

CON(82) none BMAX The maximum value of B in the triangles. Used in
PANDIRA. Note: Subroutine PTABLE has an internal
variable with the same name.

CON(83) 0 IABORT An abort flag in LATTICE, POISSON and PANDIRA. If
IABORT = 1, the run is stopped.

CON(84) 1.0E-05 EPSO A parameter to test for convergence in the mesh generation.
Used in LATTICE only.
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Table of Problem Constants in Numnerical Order (cont.)

Constant Default Symbol Function

CON(85) 5.0E-07 EPSILA A parameter to test for convergence of the potential solution
of nir and interface points and also iron points if the problem
has finite and constant permeability. Used in POISSON.

CON(86) 5.0E-07 EPSILI A paraineter to test for convergence of the potential solution
of iron points in a problen: with finite but variable
permnenbility. «

CON(87) 10 IVERG The number of cycles between convergence tests. The

default valne of 10 should not be altered when using the
option to optimize the over-relaxatiou factor RHOAIR =
CON(75). Used in POISSON.

CON(88) 1.0 RESIDA The residual of the air points at each IVERG = CON(87)
cycles. The user has no control of this CON. Used in

POISSON.

CON(89) 1.0 RESIDI The residual of the iron points at each IVERG = CON(87)
cycles. The user has no control of this CON. Used in
POISSON.

CON(90) 0 ICYCLE The present iteration number; used in LATTICE, POISSON
and PANDIRA. The user has no coutrol of this CON,

CON(91) 0 NUMDMP Present dump number for writing to TAPE35.

C'ON(92)- none uone This set of eight words stores the title of the problem,
(99) which was read by LATTICE.
CON(100) none ITERM A print control number for OUTPOI or OUTPAN. If

ITERM = 0 and XJFACT = CON(66) = 0, the writing of
DBZDR, XN, and AFIT to files OUTPOI or OUTPAN is
suppressed.

CON(101) o IPERM A flag in PANDIRA for the initialization of the vector
poteutial. If [PERM = 0, the vector potential for a perma-
uent magnuet is initialized with the current vector called
SOURCE, whirh is given a value when NFIL = CON(49) is
not zero or when a coil region with current is input. If there
are no real current sources in the problem, then set IPERM
= 1 or any nonzero number. This will allow the code to
initialize the potential.

CON(102) 600 000 000g TAMASK A tnask used in LATTICE, POISSON, and PANDIRA to
isolate bits in certain words.

CON(103) 2 000 000 000g ISCAT A mask used in LATTICE to isolate bits in certain words.
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Table of Problem Constants in Numerical Oxrder (cont.)

Constant Default Symbol Function

CON(104) 4 000 000 0005 IFILT A mask used in LATTICE, POISSON and PANDIRA to
isolate bits in certain words.

CON(105) 100 0005 IDIRT A mask used in LATTICE to isolate bits in certain words.

CON(106) 1.0 ETHAIR A measure of the rate of convergence of the solution during
the current cycle, Used in POISSON to calculate RHOAIR
= CON({75).

CON(107) 1.0 ETAFE  The current rate of convergence in iron.

CON(108) 0 AROTAT or AROTAT was an additional rotational angle added to
ANGLZ = CON(115) in harmonic analysis. 1t has been
deactivated in subroutine MINT.

ICYSEN 1F ICYSEN = 0 in POISSON, the boundary integrals are
not. printed.

CON(109) none 1TOT ITOT = (KMAX + 2) « (LMAX + 2).

CON(110) 0 NTERM  The number of coefficients to be obtained in the harmonic
analysis of the potential. See Section B.13.3.

CON(111) 0 NPTC The nmnber of equiclistantly spacerl poiuts on the arc of a
circle with its center ot the origin, at which the vector
potential is to e calculated by interpolation. The Fouriet
analysis of the vector potential at these points yields the
coeflicients in the harmonic aunlysis. The input value of
NPTC should be approximately the nuniber of mesh points
adjacent to the arc.

CON(112) 0.0 RINT The radius of the arc of a circle on which the vector poten-
tial is to be calculated by interpolation for use in the harmo-
nic analysis. RINT should be less than the distance to the
nearest singularity (the pole or coil) by at lcast one mesh
space, i.e,, the size of the side of a triangle.

CON(113) 0.0 ANGLE  The angle in degrees that defines the extent of the arc of a
circle on which the vector potential is to be calculated by

interpolation for use in the harnnonic analysis. See
CON(111).

CON(114) 0.0 RNORM  The aperture radius or other normalization radius used in
the harmonic anulysis of the vector potential. See
Sec. B.13.3 for a discussion of the harmonic analysis.
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Table of Problem Constants in Numerical Order (cont.)

Constant Default Symbol

Function

CON(115) 0.0 ANGLZ

CON(116) 37s MASK3T

CON(117) 77 7773 MASKS5

CON(118) none MAXDIM
CON(119) none NWDIM
CON(120) 3773 MASKC1

CON(121) 1174005 MASKC2

CON(122) none TSTART
CON(123) 0.0 TNEGC
CON(124) 0.0 TPOSC
CON(125) 1.0 RZERO

The angle in degrees that defines the initial point of the arc
of the circle on which the vector potential is Lo be caleulated
by interpolation for use in the harmonic analysis. ANGLZ is
measured from the X-axis. See Sec. B.13.3 for complete
discussion of harmonic analysis.

A mask used in LATTICE, POISSON and PANDIRA to
isolate bits in certain words.

A mask used in POISSON and PANDIRA to isolate bits in
certain words.

The maximuin allowed value of ITOT = CON(109).

NWDIM = MAXDIM/2, where
MAXDIM = CON(118).

A mask for the eighth character in a word.
A mask for the seventh character in a word.

The wall clock siarting time for the codes that contain
TSTART.

The total negative current in the geometry ohtained after a
conformal transforination. It is equal to the total negative
current in the original geometry. This CON inust be entered
in LATTICE.

The total positive current in the geometry obtained after a
conformal transtormnation. It is equal to the tolal positive
current. in the original geometry. This CON mwust be entered
in LATTICE.

The scaling factor in the conformal transformation W =
Z**MAP/ (MAP*RZFERO** (MAP-1)), where MAP =
CON(37). Normally RZEERO is the aperture radius. This
CON must be enicred in LATTICE.

January 7, 1987



——— m—— — — —— —— —— __—— - [ -y . [ ] [ ] L -
»

AFACT
ANGLE
ANGLZ
BDES
BMAX
CONV
FPSILA
EPSILI
EPSO
ETAFE
ETHAIR
FIXGAM
JABORT
TAMASK
IBOUT
ICAL
ICYCLE
ICYLIN

ICYSEN or AROTAT

IDIRT
IFILT
IHDL
IMAX
INACT
INPUTA
IPERM
IPRFQ
IPRINT
IRMAX
IRNDMP
ISCAT
ISECND

CON(68)
CON(113)
CON(115)
CON(8)
CON(82)
CON(9)
CON(85)
CON(86)
CON(84)
CON(107)
CON(106)
CON(10)
CON(83)
CON(102)
CON(58)
CON(70)
C'ON(90)
CON(19)
CON(108)
CON(105)
CON(104)
CON(50)
CON(5)
CON(34)
CON(20)
CON(101)
CON(31)
CON(32)
CON(53)
CON(36)
CON(103)
CON(48)
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Table of Probcons in Alphabetical Order (cont.)

ISKIP
ITERM
ITOT
ITYPE
IVERG
KBZERO
KMAX
KMIN
KPROB
KTOP
LBZERO
LIMTIM
LMAX
LMIN
LTOP
MAP
MASK37
MASK5
MASKC'1
MASKC2
MAXCY
MAXDIM
MODE
NAIR
NAMAX
NBND
NBSLF
NBSLO
NBSRT
NBSUP
NEGAT
NFE
NFIL
NGMAX
NGSAM

CON(80)
CON(100)
C'ON(109)
CON(46)
CON(87)
CON(40)
CON(4)
CON(42)
CON(1)
CON(43)
CON(41)
C'ON(29)
CON(3)
CON(44)
CON(45)
CON(37)
CON(116)
CON(LLT)
CON(120)
CON(121)
CON(30)
CON(118)
CON(6)
CON(11)
CON(25)
C'ON(16)
CON(24)
CON(22)
CON(23)
CON(21)
CON(71)
CON(12)
CON(49)
CON(27)
CON(28)
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Table of Probcons in Alphabetical Order (cont.)

NINTER
NODMP
NOTE
NPERM
NPINP
NPONTS
NPTC
NREG
NSPL
NTERM
NUMDMP
NWDIM
NWMAX
OMEGAO or OMEGA
Pl
RATIO
RESIDA
RESIDI
RHOAIR
RIOFE
RHOGAM
RHOM]1
RHOPT1
RHOXY
RINT
RNORM
RZERO
SNEGA
SNEGG
SNOLDA
SNOLDI
SPOSA
SPOSG
STACK
STOTA

CON(13)
CON(35)
CON(81)
CON(18)
CON(15)
C'ON(51)
CON(111)
CON(2)
CON(17)
CON(110)
CON(91)
CON(119)
CON(26)
CON(52)
CON(59)
CON(69)
CON(88)
CON(89)
CON(75)
CON(77)
CON(78)
CON(76)
CON(74)
CON(79)
CON(112)
CON(114)
CON(125)
CON(64)
CON(61)
CON(72)
CON(73)
CON(63)
CON({60)
CON(7)
CON(65)
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Table of Prolcons in Alphabetical Order (cont.)

STOTG CON(62)
TNEGC CON(123)
TPOSC CON(124)
TSTART CON(122)
w2 CON(47)
XJFACT CON(66)
XJTOL CON(67)
XMAX CON(55)
XMIN CON(54)
XORG CON(38)
YMAX CON(57)
YMIN CON(56)
YORG CON(39)
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YREGI ......ooiiiiiiiiiiiiiiins. 3-17
YREG2 ...ttt 3-17
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In 1976 Holsinger and Tlalbach? published a paper describing a new way of
solving the generalized Helmholtlz equation

Vip+k?p=S

for the eigenvalues k and the eigenfunctions ¢(x). The quantity S is called the
source term. The applications were to rf waveguides in two dimensions and cylin-
drically symmetric rf cavilies in three dimensions. The Helniholz equation is an
elliptic partial differential equation, hence the same type of boundary conditions
are required for its solution as for the generalized Poisson equation, namely, ¢(x)
or its derivative must be specified on all portions of the mesh boundary, but not
both on the same portion.

The first step in solving the problem is to define physical regions internal to
the cavity and overlay these regions with a logical {riangular mesh, which is tlien
dceformed into the so-called physical niesh. The sides of the triangles in the plysical
mesli conform as closely as possible to the physical boundaries of the regions. These
steps are accomplished using the programs AUTOMESH and LATTICL.

The next step is to solve the Helmholtz eigenvaliie problem. This is done in
the code called SUPERFISH. The solution gives either the TM or TE modes of the
cavity depending on the houndary conditions. Given the solutions, the user usu-
ally wants auxiliary properties such as plots of electric field, transit tiine factors,
power losses on the cavity walls, and sensitivity of tlie eigenfrequencies to small
perturbations of the cavity structure. These auxiliary calculations are done in the
postprocessors TEKPLOT and SFO. Each of these codes will he described below
in1 some detail, but to begin witli, we will sununarize the hasic theory.



Chapter C.1

SUMMARY OF THE BASIC
THEORY

In the subsections that follow we will write down the basic forms of the Ilelmholiz
eqnation for cylindrical and cartesian coordinates, list the delinitions of some aux-
iliary quantities calculaled by the post-processors and disciss the system of units
used in the codes. This is [ollowed by a short discussion of the numerical 1ethod

used to solve the eigenvalue problem. In particular we discuss the significance of
the drive point in obtaining a solution.

C.1.1 Equations for the TM and TE modes

The most common application of SUPERFISH is for finding the accelerating
(TM) modes of a cylindrically symmetric accelerating cavity. It can be shown (see
Sec. C.13.1) that Maxwell’s equations take the form

_%{i_’_%%:o (C.1.L.1)
%%(ﬂ{,) — :::6;:" =0 (C.1.1.2)
aa’i' _ 3:;' + %3;{" —0 (C.1.1.3)
22 B+ O =0 (C.1.1.4)

where Hpy is the comnponent of the magnetic ficld in the cylindrical direction, ex-
pressed in electric field units. The true magnetic field is /¢/p times Hp .

5
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and
1

(3T

(C.1.1.5)

c =

The relative perniltivity x. and the rclative permeability &, are input param-
eters for each region, and they are used when the true magnetic field is required.
See for example Table C.1.2.] below. Tle direction of the ftields are illustrated in

Fig. C.1.1.1.

Hgﬁe R

Tl
mi
NY

Figure C.1.1.1: Illustration of electric and magnetic field lines for the TM mode in
a cylindrically symmetric rf cavity. The maguetic feld lines are coming out of the
plane of the paper above the z-axis and going into the paper below the z-axis.

In the TM mode r- and z-components of the magnetic field and the §-component
of the eleciric field vanish. It can also be easily shown that the equations for the
deflecting (TE) modes of an rf cavity are very similar to tlhose for the TM modes,
namely,

- aa_? -~ %g; (=II)=0 (C.1.1.6)

% _:_r (rEg) — %gt (-H,)=0 (C.1.1.7)
%(—H‘,)-%(—H,)+%%E—a =0 (C.1.1.8)
%g—(—rﬂ,) + C%(—Hz) =0 (C.1.1.9)

_—— @ NN 00 e
—-——————__——_—_——_
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The only differences are the interchange of E for H and the minus sign appearing
before H, and H.. The oniput of SUPERFISH has no flag to tell the user which
type of mode is being calenlated. The column labels always display field components
for the TM modes. It is up to the user to reinterpret these column headings when
TE modes are being calculated. Generally speaking, the only difference between

solving a problem for TE modes instead of TM modes is the boundary conditions.
This is discussed further in Secs. C.3 and C.13.3 below.

We will work with tlie equations for the TM mode. If we assume that

Hg(r,2,t) = Hp(r,z) coswt (C.1.1.10)
and define

k=w/c (C.1.1.11)
Then Eqs. (C.1.1.1) through (C.1.1.4) can bhe reduced to the form

18 & Hy(z,7)

4 2
L- (ng(..,'r'){l + P + k*Hg(2,7) =0 (C.1.1.12)
_ _l_BHg(z,r) .
E (zy,7,t) = L g, S wt (C.1.1.13)
E t—i?(H ) sinwt C.1.1.14
e(z,7 1) = o rHg(z,7)) sinw (C.1.1.14)

Eqnation (C.1.1.12) is the HHelinholtz eigenvalue equation, and the other two define
the electric field componeunts.

SUPERTISH also solves Maxwell's equations in two-dimensional cartesian co-
ordinates. The main applications are to waveguides and cross sections of an RIFQ
accelerating cavity. It is assumed that the waveguide is infinitely long in the z-
direction and the fields are independent of z. That is, the program solves for the
cut-off wavenumber and fields. For Cartesian symmetry it is usually the TE mode
that is of interest. The geometry of the fields is illustrated in Fig. C.1.1.2. For the
mocle shown, the magnetic feld is coming out of the end of the cavity.

The equations solved by the code are

Bsz(‘J:, y) + agﬂrz(msy)
oz ay?

+ k*H, (z,y) =0 (C.1.1.15)

E.(z,y,t) = ——z;)coswt (C.1.1.16)
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Q
\E><
X
Figure C.1.1.2: Illustration of electric and magnetic field lines for the TE mode in
a of cavity haviug cartesian symmmetry.

OH.(x
E (z,y,t) = —%m—:(%’—gl coswt (C.1.1.17)
The eigenvalue % is still given by Eq. (C.1.1.11) and II, is assumed to be propor-
tional to cos wi.

C.1.2 Auxiliary Quantities Calculated in SFO1.

Table C.1.2.1 is a summary of formulas [or auxiliary quantities calculated from the
fields generated by SUPERIFISH. The discussion following the table defines tlie sym-
bols and describes the assumptions used in deriving the equations. Full derivations
and references are given in Sec. C.13.2,
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Table C.1.2.I Formulas for Auxiliary Quantities
in Cylindrical Coordinates

1. Energy/Volume,

L Hg(z,r)]zrdrdz

€
V=3 f,rdrdz

2. Power Loss on Walls,

ke
2 i [Ho (=)

P,=m

3. Power Loss on Stems,

_ kp  fr2 2
P, = 2;;-12,,/2}‘363 /r: [H (z.,7)]} dr

4, Average Accelerating [Field,

Ey = - LIZE =0)d
O"L L2 Az = 2z

5. Shunt Impedance,

Z,= E’L/ (P, + P,)

6. Quality Factor,

wk\/gfl [He(z,7))*r dr dz
- (P + P.)

7. Maximum Electric Field, E,,,. is found by searching,

8. Frequency Periurbation,

Lk = fou {[Hg(z,r)]z _ [E,(z,r)]z ~ [Ee(2, 7‘)]2} dv

k 2 f, [Ho(z,7))* dv
9. Transit Time Factors (K =2xn/L):
Ky = [ & Kzd
(K) = EoL J-v2 Az,r =0)cos Kz dz
K dT K

TPK) == 9K = 3E.L

L/2 ,
/ 2E,(z,0)siu Kz dz
—L/2
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Table C.1,2.I (cont’d.) Formulas for Auxiliary Quantities
in Cylindrical Coordinates

TPP(K) =

K\N’&@®T  (KN\* 1 b2, i
( ) dKz = (E;r) —EDL./—L/zz E.(2,0)cos Kz dz

2

10. Coupling Coeficients (I = 2mw/L) :

9 pL/2
S(K) = Lfo E.(z,0)sin Kz dz
0
L/2
SP(K) = ngL 2E.(2,0)cos 'z dz
10 0
2 L/z
SPP(K) = #{E I ./o 2°E.(z,0)sin Kz dz
& (W}

The electric and magnetic felds are very nearly 90° out of phase. The energy
stored iu the field shifts sinusoidally back and forth hetween the magnetic and elec-
tric field, but remains a constani, independent of tite. Tlierefore, Lthe energy per
unit volume U can be evaluated when the magnetic field is maximum and the elec-
tric field is zero, without loss of generality. The integral is over the zr-cross section
of the cavily. Tle integration over the cylindrical angle ¢ has heeun carried out
analytically.

Il the electrical resistivity p of the cavily walls were zero, there would be no
power loss and the electric field amplitude would go to zero at the wall. For walls
with finite resistivity, the electric field penetrates the wall and causes an olunic cur-
rent to flow. The derivation of tlie equation for P, is noi trivial and involves some
approximnalion.!? The main approximation is that the field energy in the wall is
much less than the field energy in the cavity. i cylindrical coordinates, the integral
over {he surface of the cavity is easily changed to a line integral around the cross
section of the cavity in the zr-plane. The line element is called dl and the contour
around lhe cavity cross section is called C.

Wlien there are small cylindrical stemns holding the drilt tubes in the middle of
the cavity, there is an additional power loss given by P,. Figure C.1.2.1 illustrates
a typical stem arrangement.
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Figure C.1.2.1: Cutaway of a DTL tank showing stems holding the drilt tubes in
place.

In the formula for P,, R, is the radius of the stem; r, is the outer radius of
the drift tube; ra is the radius of the tank holding the drift tubes; and z, is the
z-coordinate of the stem. The other parameters in the [ormula have been delined
above.

The average accelerating field Fy is defined as the integral of the z-component
of the ficld along the heam direction. The rf cell has length L and is assunied o be
symmetric with the center of the gap between drift tubes located at z = 0. Real
cavities are slightly asymmetric but since the eleciric field is vanishingly small at
the ends of the drift tubes, the approximation that the cavity is symmetric is a
good one.

Shunt impedance Z, has dimensions of Oluns/meter. It is a neasure of excel-
lence. The larger the accelerating field for a given power loss/unit-length, the betier
the accelerator.

The quality factor Q is a ratio of the energy stored in the cavity to the enecrgy
dissipated per radian of rf. A high @ is desirable if it meaus low power dissipa-
tion, but if it means large stored energy, then it is not desirable because it implies
sensitivity to frequency errors. For pulsed systems high @ also implies a long time-
constant for filling the cavity with rf field.'

The maximum electric field on a mctal bouudary E,.,. is important because this
determines whether and where electrical breakdown will occur. The code must do
a search since there is no way to calculate this quantity from a formula.

It is also useful to know how sensitive the resonant frequency is to errors in the



12 PART C CHAPTER1 SECTION 2 December 18, 1986

size of the cavity. The frequency perturbation is deterinined by nsing Slater’s Per-
turbation Theorem,!* which states that, for small perturhations, the relative change
in resonant frequency caused by a perturbation that decreases the volume of the
cavity by an amount 8V is given by Formula 8, in Table C.1.2.1. ln particular when
the perturbation is a stem, the formula reduces to

Ak 7R [7 B2 (2rr) + Bz r) — [Ho(z,r)] ) dr
ko | Iy [He(z,7))* dv

(C.1.2.1)

The transit time factors T and TP come into the calculation of the transit time
TT, which is defined by the relation

Lrr d= .
TT:/_L/2 e ; (C.1.2.2)

where cf.(z) is the velocity of the synchronous particle going through the cavity.
It can be shown that

TT ~ L {1 _5 [IT (—k—) sing, + TP (Ek—) cos 45,]} (C.1.2.3)

cﬂin ﬂina')'ins 2 in

in

where cf3;, is the velocily of the synchronous particle at the entrance to the cavity;
k is related to the resonant frequency of the cavity by Eq.(C.1.1.10); and ¢, is the
rf phase when the particle is at the center of the gap. The quantity é is given by
the equation

eEoL

me?

5= (C.1.2.4)
where m is the rest mass of the particle. The transit time factor TPP and the
coupling coefficients S, SP, and SPP are needed to describe the radial motion of the
particle as it goes through the accelerating gap. For more details see Sec. C.13.2 or
reference C.14.15. '




December 18, 1986 PART C CHAPTER1 SECTION3 13
C.1.3 Units

Before running SUPERTFISH the nser must define the cavity and give a starting
frequency in AUTOMESII or LATTICE. The units of length are assumed to he
centimeters but this unit can be changed to almost anything the user desires by the
use of CONV in AUTOMESH = CON(9) in LATT'1CE. The quantity CONV is the
number of centimeters per unit length desired. Angles entered into AUTOMESH
or LATTICE are assumed to be in degrees. The estimated {requency w is assumed
to e in the units of inegahertz (Mliz).

All quantities appearing in the ontput of SUPERFISH will have properly iden-
tified units. It should be noted that ¢unantities snuch as power loss P,, electric fields,
etc., which are calculated in SF(Q1, are normalized by assuning that the average
axial electric field Ey, defined in Table C.1.2.1 alove, is 1 MV /ineter.

C.1.4 Method of Solution Using a Drive Point

The method of solution is hased on Stoke’s Theorem in vector analysis. Equa-
tions (C.1.1.12) and (C.1.1.15) are special cases ol the equation

Vx(VxH)-KH=0 (C.1.4.1)

where H is a function of (z,r) for cylindrical svmmetry or (x,y) for cartesian sym-
metry. To solve this equation in the region of interest, we introduce an irregular,
triangular inesh and derive a linear difference equation at each nesh poiut. Figure
C.1.4.1 shows the neighborhoad of a given mesh point.

We introduce a secondary mesh by drawing connecting lines hetween the “cen-
ter of mass” of every triangle and the center of eacl of the six lines counecting “0”
to its nearest neighbors. The mesh point is now surrounded by a unique 12-sided
polygon. This secondary mesh of dodecagons covers completely the whole region of
the problem. The diflerence eqnations for H are now ohtained by integrating Eq.
(C.1.4.1) over the area, one dodecagon at a time. This yields

' - = . = 2 . s Lefds
fAvX(va) da fCVxH dl kj;H da (C.1.4.2)

If we assumne that H can be approxiinated by a linear function of the variables
(z,r) or (z,y) within every triangle, then H inside every Lriangle is uniquely de-
termined by the values of H at the three corner-mesh points of the triangle. The
integrals in Eq. (C.1.4.2) can be done analytically and the results expressed in
terms of the value of H at tlie mesh point n and its six nearest neiglibors, giving a
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4 5

Figure C.1.4.1: Six nearest neighbors of a given point called “0” in a triangular
mesh with secondary dodecagon. 1'he contour C is the path of integration in Stoke’s
Theorem.

set of homogeneous equations of the form

. ;
Y Hom (Va +E*W,,) =0, n=1,...,N (C.1.4.3)
m=0

where N is the number of mesh point. This set of equations can he thought of as

an N by N matrix of coeflicients multiplying a columm matrix containing the values

of H at the mesh points. This is a very sparse matrix with at most six entries in
each row. The equations then take the form

N
> AwmHn=0, n=1,...,N (C.1.4.4)

m=1

where the single index mn on H now runs now runs {rom 1 to N,

We would like to use the so-called direct method for solving this set of equations,
but this cannot be done unless we can convert this set of homogeneous equations
ariificially into a set of inhomogeneous equations. This is accomplished by replac-
ing one of the equations (say the equation for the p-th mesh point) by the simple
equation

H,=1 (C.1.4.5)

The prescription for making the set inhomogeneous is as follows: Every matrix
element in row p and in column p is set equal to zero, except the (p,p) diagonal
element is set equal to one. Column p is moved to the right side of the equation
and its sign is changed except for the element in row p, which is set equal Lo one,
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The direct solution then gives values of If at all other mesh points. If we take
the original difference ¢quation for the meslt point. p, we can solve for H,. This
value will in general differ from one, except at resonance. T'his difference can be
interpreted as being proportional to the current I{k) nccessary at that point to
drive the cavity to the prescribed amplitude of H = 1 at the mesh point p. For this
reason we refer to this niesh point as the “driving point.” In essence, SUPERFISH
finds the eigenvalues & by numerically finding the zeros of a functional proportional

to I(k).

In principle, the location of tlie drive point is arbitrary. In practice, the drive
point should not be placed at a point where the value of the maguetic field in
TM meodes is nearly zero. This will result in a “current” I(k) that is very flat and
this makes it difficult to find the zero being songht. The algorithm for choosing
the default location of the drive point nusually leads to quick convergence, but for
cavities with unusual shapes tlhie default drive point may not he chosen optimally.
If the user is having trouble getting the code to converge, lie should use tlie option
of moving the drive point to another location in the cavity.



Chapter C.2

Simple Example — Drift Tube
Linac (DTL) Cavity

A drift-tube linac, in essence, is a long tube with a series of smaller tubes inside
it. The smaller tubes are drift tubes. These are attached to thie wall of the outer
tube by stems. The spaces between adjacent drift tubes are the accelerating gaps.
A section of this assembly consisting of one-half of a drift tube followed by a gap
followed by another half drift tube forms an rf cell of the linac. When all cells are
tuned to the sanie resonant frequency the entire assembly will also resonate at the
same frequency. SUPERFISH is used to tune individual cells although it can also
be used to study muiltiple cell structures.

The portions of the rf cell houndaries have special names. The inner radius of
the enclosing tank is the cavity radius; the outer radius of the drift tube is the drift
tube radius; and the augle the drift tube face makes with the axis of the drift tube
is called the face angle. Figure C.2.1 identifies some of these features.

The cavity radius, the drift tube diameter, the nose radius, the corner radius,
and the bore radius are all defined hy the design of the linac. The main problem
for any particular cavity is to choose the cavity length, face angle, and accelerating
gap length in such a way that the accelerated particle gains just the right energy,
surface electric fields are not too higly, and the cavity has the design frequency of
the linac. This usually requires several SUPERFISH runs, but in this example we
will only give the results of the final run. Once we have found the final desigu,
there are a number of other things that one wants to know about the cavity. For
beam dynamics one needs the transit time factor and other related integrals. For
the electrical design it is useful to know the power dissipated on the metal surfaces
of the cavity, the shuni impedance, the quality factor Q, the stored energy in the
cavity and the surface electric fields. From a perturbation analysis we can learn how
small changes in the positions of surfaces will affect the resonant frequency.

The first step in running the problem is to set up an input file for AUTOMESH.
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We shall assume that the cell is symmetric and tlierefore it is only necessary to cal-
culate half of the cell, thus reducing the amount of input to AUTOMESI. Figure
C.2.1 shows the outline of one-half of the cavity. By default SUPERFISH assumes
that the cavity is a figure of revolution about the line labelled 1-10.

2.4 3 eeieiiagecences
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Figure C.2.1: Geometry of drift tube linac cell. The cavity radius is 21.1; the drift
tube radius is 4.03; the nose radius is 0.325; the bore radius is the length of the line
9-10. The face angle is a = 3.5°

The picture of the full cavity can le visualized by reflecting Figure C.2.1 in the
vertical R-axis and rotating the whole figure around the horizontal Z-axis. The
numbered dots indicate the boundary segment endpoints that enter into the data
file. The points are numbered in the order given in the AUTOMESH input file
shown in Figure C.2.2,
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ssuperfish dtl test problem

$reg nreg=1,dx=0.075,xmax=4.2843, ymax=21.1008,yregl=5.,
yreg2=7.,npoint=11$ '

$po x=0.0 , y=0.0 $

$po x=0.0 , y=21.1008 $

$po x=4.2843 , y=21.1008 §$

$po x=4.2843 , y= 4.03025 $

$po x=1.60454 , y= 4.03025 §

$po nt=2 x0= 1.60454, yO= 3.53025, r=0.5, theta=176.5$
$po x=0.93936 , y= 0.84484 $

$po nt=2, x0=1.26375, yO= 0.825, r=0.325, theta=270.0% *
$po x=4.2843 , y= 0.5 $
$po x=4.2843 , y= 0.0 $
$po x=0.0 , y= 0.0 $

Figure C.2.2: Input to AUTOMESH for DTL cell.

The cavity dimensions are in centimeters, Figure C.2.1 is not drawn to scale and
the dotted segments on the vertical lines indicate that the vertical scale has been
foresliortened.

The first line of the input file is the title, which can bhe whatever you choose,
except that the first column of the title must not be a blank. (A blank in col-
umn one signals AUTOMESH that the input file specifies a magnet problem in-
put for POISSON or PANDIRA.) The lines following the first line are in standard
FORTRAN namelist format with a blank space in the first column and the namelist
items delimited by $. The second and third lines of the file make up the REG (re-
gion) namelist. The variables to be entered are the number of regions, NREG, and
the approximate longitudinal step of the logical inesh, DX in centimeters. One can
also enter the vertical step DY, but we have chosen to use the default value, which
is about 0.87 x DX. XMAX is the longitudinal extent. The YREG1 and YREG2
variables allow one to change the fineness of the vertical dimension of the mesh to
reduce the number of mesh points in the problem. From R =5 cm to R = 7 cm,
the mesh is to be twice as coarse as between R =0 and R =5 cm. Between R=7
cm and R = YMAX the mesh is coarsened again by another factor of two over that
between 5 and 7 ém. Since 5 cin is larger than the radius of the drift tube, this
should not affect the accuracy of the solution very much. The variable NPOINT is
the munber of endpoint lines that are to follow. If there are n segients, there must
be NPOINT = n + 1 endpoint data lines to close the houndary. There are other
variables that can be set in the REG namelist, but we do not need them for this
example and hence they will have their default values. (See Chaps. C.3 — C.8 for
a full description of these variables.)



4 PART C CHAPTER2 December 30, 1986

The PO input data lines descrilye the endpoints of curves that form the physical
boundary of the region. The variable NT specifies the type of curve to he drawn
from the previous point to the next point. Its default value is 1 (a straight line),
which is why NT is not specified on the first 5 PO lines. The first PO line gives
the (Z, R) coordinates of the starting point; the next four lines give the coordinates
of the succeeding four points, each commected to the preceding point by a straight
line. The sixth PO line gives the endpoint of a circular arc that starts at point
5 and ends at point 6. The line gives the coordinates of the center of the circle,
(X0, Ya), the radius of the circle, R = 0.5 , and the angular position of the endpoint,
THETA = 176.5% NT is set to 2 to tell the program that it should draw a circle.
The seventh line again gives the (Z, R) coordinates of a point reached by a straight
line. The eightlh PO line describes a point reached by a circular arc, and the re-
maining lines describe endpoints of straight line segments. The last PO line is the
same as the first, and thus closes the boundary.

With the input data file prepared, we are ready to start the AUTOMESH
run. This is done on the CTSS system by entering the name of the executable
AUTOMESH file. Figure C.2.3 shows what happens at the terminal. Throughout
the text when displaying terminal sessions, the information entered by the user will
always be underlined. AUTOMESH asks for the name of the input file, which in
this example is SFT1. AUTOMESH then executes and prints out soine information
on the logical boundary segment endpoints, and produces = file called TAPE73,
which is used for input to LATTICE. AUTOMESH also produces a suminary file
OUTAUT. Usually there is no reason to consult OUTAUT, but it can be useful if
something is wrong with the input file or if you want to know the parameters, either
input or default, used in the run. 1t also contains a copy of the contents of TAPE73.
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automesh
Ttype input file name
? sftl
region no. 1
logical boundary segment end points

iseg kb 1b kd 1d ko lo
1 i 1 0 i 1 78
2 i 78 ¢ 1 i 93
3 i a3 0 1 1 146
4 1 146 1 0 B8 146
b 68 148 0 -1 58 93
6 B8 93 0o -1 B8 78
7 58 78 0 - B8 63
8 58 63 ~1 0 22 63
9 22 63 -1 0 16 56
10 16 g6 -1 -1 14 14
i1 14 14 -1 -1 18 2]
12 i8 9 1 0 68 9
13 68 9 o -1 B8 1
14 68 1 -1 0 1 1

stop

automes ctss time .594 seconds

cpu= .211  sys= .619 i/o+memory= .364

all done

Figure C.2.3: Log of interaction with AUTOMESH. The logical coordinates (kb,
1b) correspond to the beginning points and the (ko, lo) to the end points of the
segment. The long seginent from (0, 0) to (0, 21.008) has been divided in 3 parts
because of the mesh size changes (YREG1=5 and YREG2=7). The quantities (kd,
ld) represent the incremental steps in going from (kb, 1b) to (ko, lo). Essentially all
they give are the direction of the step.

The next step is to execute LATTICE, which on CTSS is done by giving the
executable file name LATTICE. Figure C.2.4 shows what happens. LATTICE asks
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lattice )
7type input file name
?7 tape73
beginning of lattice execution
dump O will be set up for superfis
ssuperfish dtl test problem
?type input values for con(?)
T s
elapsed time = 1.0 sec.
Oiteration converged
elapsed time = 3.8 sec.
generation completed
dunp number 0 has been written on tape35.

stop

lattice ctss time 4,337 seconds

cpu= 3.669 sys= .034 i/o+memory= .644
all done

Figure C.2.4: Log of interaction with LATTICE.

for the input file name; TAPE73 was entered. The program then asks if the user
wants to change any of the constants (CON(?)). Sometimes one wants to change
the boundary conditions. Let us review these conditions. The upper boundary is a
metal wall, which requires that electric field lines be perpendicular to the houndary.
This is called a Neuunann boundary condition, and is the upper boundary default
value for SUPERFISH. The two side boundaries are vacuuin, hence not conducting,
but by synunetiry the electric field must be normal to these houndaries; again these
are default values for the side walls. The lower houndary is the axis and the field
must be parallel to the houndary iu the TM-mode. This is called a Diriclilet bound-
ary condition, which is the SUPERFISH default for the lower boundary. Therefore
there is no need to change the houndary constants. A review of the otlier possible
input constants (See Chapters C.3 and C.5.) shows that the default values are ap-
propriate for this run. The user types “S” (for “skip”) to tell LATTICE to proceed.
LATTICE completes execution by printing that it has written a block called DUMP
0 on file TAPE3S.

At this point we could call SUPERFISH, but it would be wise to see if the half
cavity looks tlte way we want it to. To do this the user executes TEKPLOT by
typing TEKPLOT. Figure C.2.5 shows how TEKPLOT responds.
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tekplot ‘
?type input data- num, itri, nphi, inap, nswxy,
? 0,8
input data
num= 0 ditri= 0 nphi= O inap= 0 nswxy= 0

plotting prob. name = superfish dtl test problem cycle = 0
7type input data-- xmin, xmax, ymin, ymax,

? 0. 4.50. 22.

input data

xmin= 0.000 xmax= 4.500 ymin= 0.000 ymax= 22.000

7type go or no ’

? go

Figure c.2.5: Log of interaction with TEKPLOT.

TEKPLOT asks for five pieces of data, whose default values are all zero. To get just
the cavity outline, the defaults are suflicient. The forinat of the reply is numbers
separated by spaces or commas. If one wanted to enter only the first number, one
could type the nwunber and an “S” as shown in Figure C.2.5. If on the other hand
one wauls to change the fifth number, the first four numbers have to be entered
first., Variations on this formnat are hopefully obvious.

The meaning of the five variables is as follows. NUM is the DUMP number.
ITRI = 1 means that we want the triangular mesh plotted. NPHI is the number
of equipotential lmes to he plotted; a non-zero value only makes sense if NUM is
not equal to zero. INAP has to do with the minimum and maximum values of the
equipotential lines to be plotted and hence also is imappropiate for NUM = 0. The
parameter NSWXY = 1 causes the z- and y-axes to be interchanged in the plot.

Line 3 on Figure C.2.5 indicates that we have set NUM = 0. TEKPLOT answers
by typing out the input data it proposes to use and the problem title. It then asks
for the boundary limits wanted on the graphical display. All that is needed are
the rough values of the houndaries of the cavity. TEKPLOT echos this input and
asks permission to proceed. If we answer no, the program goes back to the first
input line and the user may chauge any of the previous variables in turn. On the
CTSS system, if one answers: go, TEKPLOT erases the CRT screen and draws the
cavity (See Figure C.2.6). To end TEKPLOT, press tlie carriage return key once.
TEKPLOT asks for input data; type =1 _s to exit TEKPLOT.
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(?type input data - num, itri, nphi, inap, nsuxy)
? -1s

tekplot ctss time 1.043 seconds

cpu= .209 sys= .027 i/O+memory= .808

prob. name = supexfish dtl test problem freq = 0.000 7

Figure C.2.6: Output of TEKPLOT showing the DTL cavity boundary.

We are now ready to run SUPERFISH; the executable file name on CTSS is
FISH (See Figure C.2.7). SUPERFISH asks for an input file; we answer “tty” if
we wish to enter data interactively from the keyboard. If one has prepared a set
of input data in advance and put it in a file, then the name of this file should be
entered at this time. In the interactive mode, SUPERFISH then asks for a DUMP
number NUM. Then the programn SUPERFISH types a couple of lines and asks for
any changes in the CON array. This is the appropriate point to specify a guessti-
mate of the resonant frequency of the cavity. The next line tells the program to
change CON(65) to 425. MHz and skip to the end of the array without making any
other change.
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fish

7type ''tty" or input file name
? tty ]
?t;;: input value for dump number
T 0

beginning of superfish execution from dump number 0
prob. name = superfish dtl test problem
7type input values for con(?)

? %65 425, &

elapsed time = 2.7 sec.

cycle hmin hrax residual
0 0.0000e+00 0.0000e+00 1.0000e+00

kesa = 7.9341e-03
freq = 4.2500e+02
solution time = 20.993 sec.

1 0.0000e+00 2.3276e+00 1.0000e+00
kfix = B8 1fix =146 deltal= -1.0127e-05 di(k**2)= -2.7635e-07

using slope = -1 formula with rlx =1.0000
del k#*2 = -2.7635e-07 k**2 = 7.,9338e-03 freq = 4.2499e+02

solution converged in 1 iteratioms
elapsed time = 24,0 sec.

dump number 1 has been written.
?type input value for dump num

? zis

stop

fish ctss time 26.175 seconds

cpu= 4.186 gys= .388 i/o+memory=  20.601

Figure C.2.7: Log of interaction with SUPERFISH on CRAY.

SUPERFISH then executes with the results shown in Figure C.2.7. The resonant
frequency found by the program is very close to the guesstimate.

A useful check on the solution is to look at some of the field lines to be sure that
we have the mode that we are looking for. This is done by exiting SUPERFISH
and entering TEKPLQT as shown at the end of Figure C.2.7 and the beginning of
Figure C.2.8. This time, when TEKPLOT asks for input to NUM, etc.,
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tekplot
7type input data- num, itri, nphi, inap, nswxy

? 1306808
input data
nm= 1 itri= 0 nphi= BO0 inap= 0 nswxy= 0
plotting prob. name = superfish dtl test problem cycle = 1
?type input data-xmin, xmax, ymin, ymax,
?7 0. 4.50. 22,

input data

xmin= 0.000 xmax= 4.500 ymin= 0.000 ymax= 22.000
7type go or no

T go

Figure C.2.8: Log of interaction with TEKPLOT for field plot.

we type “1 0 50 s” to tell the program to use DUMP 1, not plot the triangular
mesh, draw 50 equipotentials of rHg, which are parallel to the electric field lines,
and to skip to the end of the input. Again, the rough boundaries are the same as
before. TEKPLOT then draws Figure C.2.9.




December 30, 1986 PART C CHAPTER 2 11

(?type input data - num, itri, nphi, inap, nswxy)
7 -is
tekplot ctss time 5.188 seconds
cpu= 2.913 sys= .050 i/O+memory= 1.225
all done

1

prob. name = superfish dtl test problem freq = 424.993
Figure C.2.9: Output of TEKPLOT for electric field lines.

TEKPLOT is exited as before by typing “~1 s.” The next step is to execute the
SUPERFISH Ouiput routine, SFO1. Figure C.2.10 shows the results of typing the
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sfol
Ttype "tty" or inmput file name
7 tty
Ttype input value for num
7 1

beginning of sfodtl execution from dump number 1
prob. name = superfish dtl test problem

Ttypa input values for con(?)
T =60 9 s
Ttype input values for iseg's(?)
7T 4 -5-6-7829 10 11 12 s
1
superfish output summary 09:01:31 84/06/17
problem name =

cavity:length = B8.6569 cm, ~ diameter = 42.202 cm
frequency (starting value = 426.000) =  424.993 mhz
beta= 0.1216 proton energy 6.999 mev

normalize factor (e0 = 1,0 mv/m) ascale 4827.3

stored energy (for problem geomatry) 0.0094 joules
stored energy (full cavity) = 0.0188 joules
pover dissipation (for problem geometry) 521.12 watts
power dissipation (full cavity) 1042.24 wvatts
t,tp,tpp,s,sp,spp = 0.874 0.038 0.006 0.394 0.063 0.004

q = 48231 shunt impedance = 82.213 mohm/m
product z*t*#2 ztt = £2.816 mohm/m
magnetic field on outer wall = 1281 amps
maximum electric field on boundary = 5.741 mv/s
iseg =zbeg rbeg zend rend emax pover d-freq d-freq
(cm) (cm) (em)  (cm) (mv) (W) (delz)  (delr)
4 0.000 21.101 4.284 21.101 0.00061 249.1 wall 0.0000 -1,3230
8 4.284 4.030 1.604 4.030 2.73689 144.2 wall 0.0000 0.1067
9 1.604 4.030 1.106 3.661 5.60369 22.0 wall 2.9432 2.5166
10 1.1056 3.861 0.939 0.8456 6.30668 17.4 wall 6.83i9 0.4179
11 0.938 0.846 1.264 0.500 65.74078 0.0 wall 0.3529 0.1434
12 1.264 0.500 4.284 0.500 0.72178 0.0 wall 0.0000 0.0021
total 432.7 wall
-6 4.284 21.101 4.284 7.000 0.83067 61.0 stem 0.9211 0.0000

»

-6 4.284 7.000 .284 5.000 0.61812 16.7 stem 0.2423 0.0000
-7 4.284 5.000 4.284 4.030 0.32672 11.8 stem 0.3001 0.0000

. total 88.4 stem 1.4635
?type input value for num
? -1s
atop
sfol ctss time 1.904 seconds
cpu= .311 sys= .062 i/o+memory= 1.641
all done

Figure C.2.10: Log of interaction with SFO1 for DTL cavity.
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executable file namme SFO1. This program can be run fromn a prepared input file
or interactively from the terminal as we have done in Figure C.2,10. After telling
SFO1, when it asks, that we will input from the terminal and to use DUMP 1, we
change CON(50) to 9, indicating that we want power and frequency shifts calcu-
lated for 9 sections of the cavity boundary. SFO1 then asks for the section numbers,
ISEG’s. The reply as shown in Figure C.2.10 has 9 nuinbers, some of which are neg-
ative. The reason for this is as follows. Remember that the REG line in the input
to AUTOMESH asked for mesh changes at R = 5 and 7 cm. Inside the code, this
caused the left and right boundaries to be divided at R = 5 and 7, thus adding two
boundary segments on each side. There are now a total of 14 boundary pieces. The
numbering of the segments (numbers in circles) is illustrated in Figure C.2.11.

r.-uuw

o--“. ---------- foo s --[.

B oofe a7(xo8

-
|

svsvnccgesccens

403025

®
20O,
T 3 ! j,:@ ..... N, S
®

Figure C.2.11: Numbering of line segments for DTL problem.
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The ISEG’s input has the following interpretation. Section 4 is the outer wall;
sections 5, 6, and 7 form the cavity boundary between the wall and the drift tube;
sections 8, 9, 10, 11, and 12 are the drift tube. The minus signs before sections 5,
6, and 7 inean that we want SFO1 to calculate power and frequency shifts for these
portions as if a drift tube stem were supporting the drift tube. If these segment
numbers were positive, SFO1 would assume a solid wall.

After accepting this input, SFO1 executes, printing information ahout the prop-
erlies of the cavity. Much of the information in Figs. C.2.10 and C.2.12 is self-
explanatory. The quantity beta is the relativistic velocity ratio for a proton of the
energy shown. SFO1 assumes that the total cell length corresponds to heta times
the wavelength lambda of the electromagnetic mode for a proton and calculates beta
from this information. The normalization factor tells us that SFO1 assumed that
the drift tube linac was operating with an average axial field of 1 MV/m. If actual
operation is to be at a different gradient, the stored energy and power must be
adjusted accordingly. The normalization factor could also he changed by changing
CON(100) at the beginning of the SUPERFISH run. The values in the line labeled
“T, TP, TPP, S, SP, SPP” are the transit time factor and related quantities, which
are explained in Section C.13.2. The magnetic field on the outer wall is constant
for a TM(01) mode and is given in units of Amp/m. The maximum electric field
(Emez) at the boundary is given as a quick check. If one wants more detailed values

along the boundaries on which power was calculated, one should look into the file
OUTSFO.

The final table printed by SIFO1 gives the power dissipated on the segments and
the frequency shifts that would result if the houndary in question were shifted in R
or Z by 1 mm in a direction that would result in an increase in the volume of the
cavity. The values given for the segments representing the stein correspond to a 1
cm radius rod. This radius can be changed by changing CON(81) at the beginning
of the SFO1 run. The frequency shift (delz) for the stem is the number of MIlz
change for a 1 mm chauge in the radius of the stem.

The SFO1 output file OUTSFO contains a list of the problem CON’s used, the
value of Ez at points on the axis, the values of several inoment integrals of Ez along
the axis, and a copy of the terminal output. It also contains tables for eacli segment
on which power and frequency shift calculations were requested. Each segment {able
consists of the K, L (logical mesh coordinates) and Z, R coordinates of the points
on the path, the value of Hy at the point and the value of | Ez | midway between
points. At the end of the table appear the maximum electric field on the path, the
power, and the estimated frequency shifts per millimeter shift in Z and in R. A
portion of this output is shown in Figure C.2.12.

_—h-z_‘_
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pover to be calculated on the following segment
laeg kb 1b kd 1d ke le
12 i8 9 1 0 68 9

field along a specified path

m kpath lpath z r h-phi abs (e)
(a/m) (v/m)

1 18 9 . 1.264 0.6500 - 3.766e101
7 .21BE+06

2 19 9 1.339 0.600 2.467e+01
4.4630+05

3 20 9 1.416 0.500 1.6870e+01

2.948e+06 )

4 21 9 1.490  0.500 1.145e+01
1.991e+06

5 22 9 1.566 0.600 7.850e+00
1.362e+05

6 23 9 1.641 0.500 5.458e+00
9.380e+04

7 24 9 1.717 0.500 3.783e+00
6.484a+04

8 25 ] 1.792 0.500 2.626e+00
4.492e+04

9 26 9 1.868 0.500 1.8230+00
: 3.116e+04

10 27 ] 1.943 0.500 1.267e+00
2.164e+04

11 28 9 2.019 0.500 8.804e-01

12 1.2637e+00 6.0000e-01 4.2843e+00 b65.0000e-01 7.2178e-01 1.13B3e-04
vall 0.00006+00 4.1813e-03

1.300e-01
41 68 9 4.284 6.600 3.240e-05
emax on the above path = 7.2178e-01
povwer on the above path = 1.1383e-04
total power = 5.2112e+02

freq= 424.993 mhz delta-freq 0.00418 mhz

delta-freq/freq = 9.8386e-06

per mn. for delta r perturbation (volume added)

Figure C.2.12: A portion of the output of SF01 for the DTL.



Chapter C.3

SUPERFISH Input for LATTICE
and AUTOMESH

Before the code AUTOMESH, the only way to enter data describing the physical
geometry of the problem was through LATTICE. Although most users will use AU-
TOMESH to enter inpnt, il is worthwhile understanding the structure of LATTICE
input so that the structure of AUTOMESH makes sense. Furthermore there may
be occasions when the user wishes to modify the output of AUTOMESH, which
becomes the input to LAT'TICE. In this case, the user needs an understanding of
the input to LATTICE.

C.3.1 Format-Free Input Routine
(FREE I, RAY1, N1,..., RAYI, NI)

The authors of the Poisson Group programs developed their own format-free
input routine to make it easier to enter data into all programs except AUTOMESH.
The input into AUTOMESH is via the standard FORTRAN NAMELIST method.

The other Poisson Group prograins expect most of the input file to be in a format
that can be read by one of the following CALL statements:

CALL FREE(1,RAY1,N1)
CALL FREE(2,RAY1,N1,RAY2,N2)
CALL FREE(3,RAY1,Ni,RAY2,N2,RAY3,N3)

where RAY1, RAY2, and RAY3 are arrays of length at least equal to N1, N2, and
N3 respectively. In some cases Lhe array length is variable. The CALL statements
and dimensions are part of the program and hence not under the user’s control,
except for arrays of variable length. Section C.3.2 spells out in detail which of the
three CALL statements are being used to enter data and what freedom the the user
las.
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The FREE format uses special characters to shorten input and to save array
space. These characters and {heir functions are described below, and an example
is given which uses all of them. When the forms in the left-hand column below are
used for input, FREE interprets them as explained on the right. The case (upper
or lower) for the letters R, S and C may be important on some computers.

*I X This notation means store the number X, in the location (I) of the
current array. If there are numbers following X, they are stored in
locations (I+1), (I+2), etc.

XRN This notation means store the number X, in N successive locations
in the current array. A hlank between X and R is optional. (Think
of RN as being shorthand for “repeat N times.”)

S This symbol means skip the rest of the input to the current array
and go to the next array, or end the read if the current array is the
last array in the CALL FREE statement.

C This symbol means count the number of values read into the current
array and save the number as N1, N2 or N3 as appropriate. 1t also
acts like S above. The purpose of this feature is to read in arrays
of variable length.

Numbers may be either integers or floating point numbers. The latter can be
in simple decimal format +XX.XX or in scientific format +X.XXXE+XX. The
exponent must contain a plus or a minus sign. The plus sign in front of the mantissa
is optional. The only other non-numeric characters allowed in the input field are
the blank and the comma. Either the blank or the comma can be used to separate
input values. Comments may follow the last S or C or required numbers on any
input line.

The example below illustrates all the above features. A and B are dimensioned
arrays, and K is a single variable.

Calling sequence: N=100; CALL FREE(3,A,5,B,N,K,1)

input line:
-3,4. +5.3E-2 R2 S *20 ,iR10 C 13 THIS IS AN EXAMPLE.

This input produces the array values:
A(1) = -3
A(2) = 4.0
A(3) = 0.063
A(4) = 0.083
A(5) = unchanged

e e EEs MEe EEe N gem
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B(1) thru B(19) = unchanged

B(20) thru B(29) = 0.1

N =10

K= 13

One final important note. The FREE entry format requires all floating point

numbers to have a decimal point. For example, ANGLE = 90 degrees must bhe
entered as “90.” in order to be recaenized correctly. Leaving out the decimal point
is a common beginner’s mistake.

C.3.2 SUPERFISH Inputs to LATTICE

Logically the user would hegin by making an input file to AUTOMESH, but
to understand the reasoning behind AUTOMESII it is important to understand
the structure of the input file to LAT'TICE, The input file for LATTICE is called
TAPET3 for historical reasons.

The structure of the read statements in LATTICE is shown in Fig. C.3.2.1.

4

Read Reod
nificlize New CON | _ | New CON Read NSEG and | N
CON [™ vYolues ™7 Values Logical boundory ™ Run [ Stop
From input From Hy Endpoints
nificlize
.C
) \
Read
C Array
1
Read
B

Figure C.3.2.1: Flow Diagram f[or Read statements in LATTICE for SUPERFISH.

The first data line can have anything in columins 2 through 80. If the first column
is non-blank, then this data set is for a SUPERFISH problem. If the first coluinn is
blauk, then this data set is for a POISSON or PANDIRA problem. The characters
in columns 2 through 65 are stored and used in printouts for run identification.
Because of the smaller word size on the VAX as compared with the CRAY, only
columns 2 through 33 are available to the user for run identification when running

on the VAX.
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The reason that LATTICE distingtishes between SUPERFISH and POISSON
runs is because LATTICE initializes the elements of the CON and C arrays with
their default values. Some of the CON’s and C’s have different meanings for
SUPERFISH as compared to POISSON or PANDIRA, and therefore the default
values are different. )

The next line (or several lines if needed) is reserved for meaking changes in the
default values of the CON’s (elements in the CON array). Ouly one CON absolutely
must be changed; the user must tell the program the number of regions, NREG =
CON(2). NREG is the upper limit of the DO-loop for the next read statements.

There are several other CON’s that should be examined at this point. Many of
these can only be changed in LATTICE if they are to have any effect at all on the
problem. A list and brief description are given in Table C.3.2.1.

Other CON’s can e changed from their default values at this time even though
they have no eflect in LAT'TICE. The changes will carry through to the output file
TAPE35 and be available to the other programs when needed.

The format for entering the changes in the CON’s is the special free format
written for this program and described in Sec. C.3.1. The following example will
illustrate the power of this format. Suppose we want to change CON(2), CON(9),
and CON(21) through CON(24). The input line might read as follows:

*2 10 %9 2.564 %21 11 00 S

The * occurs before the number of the element to be changed. When several ele-
ments in a row are to be changed, only the first one need be indicated by a star.
The final notation S means skip the rest of the elements in the array. This same
free format is used to enter elements into the C and B arrays that come next.
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Teble C.3.2.1 CON'’s that can only be changed in LATTICE

Number

SUPERFISH

Name Default

Description

CON(2)

CON(9)

CON(21)
CON(22)
CON(23)
CON(24)

CON(32)

CON(36)

CON(79)

NREG  None Number of Regions in the problem geometry.

CONV 1.0

NBSUP
NBSLO
NBSRT
NBSLF

—_ e (D) e

IPRINT 0

NSEG none

RHOXY 1.6

Presently, NREG < 31.

Conversion factor for the units of length in the
problem

CONYV = 1.0 for centimeters

CONV = 0.1 for millimeters

CONYV = 2.54 for inches.

Indicator for boundary couditions on the UPper,
LOwer, RighT, and LeFt boundaries of the rectan-
gular region defining the problem. A default value
of 0 indicates a Dirichlet houndary condition,
which means electric field lines in the TM mode
are parallel to the boundary line; a default value
of | indicates a Nenmann boundary condition
whicli means electric field lines are perpendicular
to the boundary line in the I'M mmode.

An indicator for print options: IPRINT = 0

gives no printout; IPRINT = —[ causes LATTICE
to write the (X, Y) coordinates of mesh points
to OUTLAT on the CRAY or to LATTICE.OUT
on the VAX, It is not often that this write to
QUTLAT is of inuch use, but the option exists.
This parameter can be changed again when
running SUPERFISH. An odd value results in a
print of the solution matrix on the OUTFIS file.

The number of houndary seginent endpoints for
all regions. This number is normally computed
in AUTOMESH and passed to LATTICE by
the file TAPET3. ’

The starting over-relaxation factor for the irreg-
ular nesh generation. There is seldon a reason to
change this number.
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Table C.3.2.I (continued)
CON'’s that can only be changed in LATTICE

SUPERFISII
Number Name Default Description

CON(84) EPSO 1.0E-5 The convergence criterion for mesh generation.
There is seldom a reason to change this number,
but if LATTICE has trouble couverging, increasing
EPSO might lelp.

There are six elements in the C array for each region; they are called “region
constants”, The first of these is an arbitrary region identification nummber. These
numbers need not be in numerical order.

The second region constant is a material code that tells the program whether
the region being defined is air or a material with different dielectric and/or mag-
netic properties. For SUPERFISH problems C(2) can take on the values 0 through
5. The value 0 means that the region is not in the problem. Wheu C(2) = 0 for
a region, no mesh is set up in this region. The treatment of the boundary points
of such a region are determined by the region constant C(6) discussed below. The
value C(2) = 1 indicates that the region is in the problem and is to be treated
as an air or vacuum region. (This air value can be overwritten in SUPERIFISH if
two or more materials are used, by eniering a value of MATER equal to 1. See
NPERM=CON(18)) The values C(2) = 2 through 5 indicate regions with different
values of relative permittivity x. and relative permeability x,,. These values are
read into SUPERFISH whien NPERM=CON(18) is not equal to 0.

The third region constant, C(3), should be 0 in SUPERFISH problems unless
the region being entered is a drive point. Then C(3) should be set to 1 and C(6)
should be set to —1. .

In SUPERFISH, the fourth region constant C(4) is used to define the length of
cells in multicell cavities. Its use is a little complicated because the numbers being
entered usually have nothing to do with the region being described. Figure '.3.2.2
shows a three cell cavity.

Emy s e e ey SR ABE BN BEE gy BN
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Figure C.3.2.2: Multicell rf cavity; Regions 4 and 5 have C(2) = 0; the Z1 and Z2
are C(4)'s.

Region 1 was originally the whole area. Out of this area we have defined several
other regions using what is called “successive region data overwriting.” The lengths
of the first two cells are indicated on the figure by the symhols Z1 and Z2. The
input value for C(4) associated with each region is given in Table C.3.2.1I.

Table C.3.2.11.
Example of input for C(4) in Multicell Cavity Problems

Region c(4a)
i -
2 Z1
3 Z2
4 -
s -

The Z values are entered starting with the second region and continued until
lengths of the first (N — 1) cells have been entered. The program knows the length
of the whole multicell problem and therefore it calculates the length of the last cell.
The default value of C(4) is 0.

The fifth region constant is an integer indicating the type of triangle to be used
in defining the logical mesh for the region. There are three choices:

C(5) = 0 equal weight triangles (the default)
C(5) =1 isosceles triangles
C(5) = 2 right triangles.
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Equal weight and isosceles triangles are geometrically the same in a strictly uni-
form mesh. The difference comes in the relaxation process by which the logical mesh
is deformed to the physical mesh. The distinction bhetween the logical and physical
mesh is discussed below when we discuss input to the B-array. The default is prob-
ably the best choice.

The sixth region constant is called a special boundary indicator. This constant is
used for two purposes. It is used to indicate a user-defined drive point (C(6) = -1},
and it is used Lo indicate the boundary condition on a boundary of the problemn that
does not coincide with the extreme rectangular logical houndary of the problem.
When it is used for the latter purpose, it can have a value of 0 or 1. C!(6) = 1 indi-
cates a Neumann boundary condition, and C(6) = 0 indicates a Dirichlet houndary
condition. The LATTICE default values for C(6) are C(6) = O for the first region,
and C(8) = 1 for all other regions. This is not suitable for a SUPERFISH problem
which usually needs C/(6) = 1 for all regions. When AUTOMESH is used, it sets
up C(8) = 1 for all regions by default. When the problem area does not fill the
full rectangle defined by tle first region, that is, when some region has C(2) = 0,
then C(6) must be used to specify the desired boundary condition. Figure C.3.2.2
shows an example of a problem where the special boundary condition is required.
The electric field must be perpendicular to the boundaries of regions 4 and 5 which
are drift tubes. This requires Neumann boundary conditions, or C(6) = 1, which is
the default value. This means thal the user can skip the entry of this parameter in
this case.

To avoid singularities in the solution of cavity modes, there must he a “drive
point” in the cavity. This is a point region that can be put anywhere in the cavity
by the user. There is a default location in the code, but sometimes it is in an inap-
propriate position, and the user must specify his own location. C(6) = -1 for this
point region and C(3) = 1 will do the job. The code knows that the point region
defined in the B-array is a drive point.

The B-array requires a list of logical and physical coordinates for the boundary
of each region. The first stage of any problem using LATTICE is to set up a phys-
ical picture of the geometry and assign physical coordinates (X, Y) to points on
the boundaries of the various regions. The second stage is to superimpose a regular
triangular mesh on the whole area. Each mesh point can be assigned logical coordi-
nates (K, L) as illustrated in Fig. C.3.2.3. One can now associate logical coordinates
(K, L) with physical coordinates (X, Y) by matching the physical point with the
closest logical point. LATTICE will use this association to distort the logical mesh
into the so-called physical mesh, consisting of irregular triangles as illustrated in
Fig. C.3.2.4.
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Figure C.3.2.3: A logical mesh for a drift tube linac.
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Figure C.3.2.4: The corresponding physical (relaxed) mesh for a drift tube linac.
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The tediousness of constructing the logical mesh and making the association of
coordinates is the mnain reason AUTOMESH was created. Since LATTICE connects
points on boundaries with straight lines, one need only specify points at the ends of
long straight segiments, but approximating a circular arc with straight lines requires
many points.

Once again the special free format is used to enter the values in the B array. The
order of the input is K(1), L(1), X(1), Y(1), K(2), L(2), X(2), (Y2), elc. Note that
the origin of coordinates in the logical mesh is (1, 1), not (0, 0). This input list is
terminated with the free formal character C, wlich stands for “Count the mmumber
of input values”.

As indicated in Fig, C.3.2.1, the data groups for the C and B arrays are repeated
for each region. The first region defines the largest rectangular region containing
the problem and its boundary values must contain the largest K and L values in the
mesh. The data for the second region redefines, or overwrites, the region constants
for all mesh points belonging to that region. Data for each following region over-
writes previously defined values in the same way. For example, suppose one wishes
to define a drift tube region such as region 4 in Fig. C.3.2.2. If this region were
given first in the input data and then followed by the larger region 1, then region 4
would be overwritten and this region would not exist in the problem.

Usually each region is closed, i.e., the data for the first and last boundary points
of the region are identical. However, it is possible to specify data for a “point region”
or a “line region”. One purpose of this would be to define the physical coordinates
of specific points, for example a drive point in a cavity problem. For point and line
regions, the input values of C(2) and C(5) are not used in the program.

The final set of data LATTICE needs for a SUPERFISH problem is a table
giving, for eacli boundary seginent, the logical starting point, the change in K and
in L from the starting point to the second point on the segment and the logical
ending point of this segnient. However, the first line of this data has a “special
coded value” for the starting K logical coordinate. This special value of K is the
number of boundary seginents times 1000 plus the proper K coordinate.

Figure C.3.2.5 shows the LATTICE input for the cavity of Fig. C.3.2.2.

“~—m eaman Sum @ sse = Aaw s B S e
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1 lattice input example
»2 6 *21 1.0 { 1 =8 1.0000

36 12 «37 1 skip
LI | 0.0000 0.0000 ¢ 1 region
1 1 0.0000 0. 0000
1 3 0. 0000 1.0000
11 3 5.0000 1., 0000
11 10 5. 0000 4 .0000
1 10 0.0000 44,0000

1 47 0. 0000 20,0000
79 47 39.0000 20.0000
7% 10 39.0000 4,0000
&7 10 33.0000 44,0000

67, 12 33.0000 1. 0000
79 3 39.0000 1.0000
79 1 39.0000 0.0000
1 1 Q. 0000 0.000C coun
2 2 0. 0000 12.0000 ©O 1 ragton
1 42 0.0000 18,0000
1 47 0. 0000 20.0000
5 47 2.0000 20.0000
5 42 2.0000 18.0000
1 42 ©.0000 18.0000 coun
3 2 0.0000 24.5000 O 1t region

75 a7 37.0000 20. 0000

7% 47 39.0000 20.0000

79 42 39 . 0000 18. 0000

75 42 37.0000 18.0000

75 47 37.0000 20.0000 coun

4 0 0.0000 0.0000 O 1 region

15 3 7.0000 1.0000
15 10 7.0000 4, 0000
as {0 17.0000 4, 0000
35 3 17.0000 1.0000
1% 3 7.0000 1.0000 coun
8 0 0.0000 0.0000 O 1 region
39 3 19. 0000 1.0000
3% i0Q 19. 0000 4 ,0000
€1 10 30.0000 4,0000
61 3 30.0000 1.0000
39 3 19. 0000 1.0000 coun
& 1 1. Q000 0.0000 0O -1 region
79 a7 33.0000 . 20.0000 coun
28001 1 o) i 1 3
1 3 1 Q 11 3
11 3 e} 1 11 10
14 10 -1 o] 1 10
1 10 Q 1 ] 47
1 a7 1 Q 79 47
79 47 (&) -1 79 10
18 10 -1 0 &7 10
67 10 0 -1 687 3
67 3 1 0 79 3
79 3 o] -1 79 1
79 1 -1 (o] 1 1
1 42 (o] 1 1 a7
1 47 1 Q 5 47
5 47 0 -1 5 42
5 42 -1 o 1 42
75 47 1 0 79 47
79 a7 Q -1 79 42
79 a2 -1 0 75 42
75 a2 o 1 75 47
15 3 (o] 1 15 10
15 10 1 (o] 3% 10
35 10 Q -1 35 3
as 3 -1 o] 15 3
39 3 (o] 1 39 10
39 10 1 o] 61 10
61 10 o] -1 61 3
61 3 -1 o] a9 3

Figure C.3.2,5: LATTICE input for the cavity of Fig. C.3.2.2. The data in the figure
was generated using AUTOMESH and this method of generation is recommended.
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C.3.3 SUPERVFISH Input for AUTOMESH

AUTOMESH prepares an input file, called TAPE73, for LATTICE. It constructs
the logical mesh from triangles whose size aud shape are specified by the user and
from the physical region boundaries. It assigns logical (K, L) coordinates and phys-
ical (X, Y) coordinates to points on the boundaries of the region. Extra line regions
can be added to the problem where requested. These lines form boundaries for
changing the size of the triangles. AUTOMESH automatically assigns boundary
conditions (CON(21) through CON(24)) to the problem and writes TAPE73. CON
values that AUTOMESH passes to LATTICE are CON(2) = NREG, CON(9) =
CONV, CON(21) = 1, CON(22) = 0, CON(23) = 1, CON(24) = 1, CON(36) =
NSEG, CON(37) = NCELL = 1.

Occasionally the default values that AUTOMESH gives for some CON values
may not be proper for the problem. In this case the user can change CON values
when asked for CON changes by LATTICE or he may enter TAPE73 and make
changes directly.

The inputl to AUTOMESH is the same for either SUPERFISII runs or POISSON/
PANDIRA runs with {wo exceptions. The first exception is the first data line,
which is the title for the problem. If colummn 1 is blank, AUTOMESH assigns
POISSON/PANDIRA defaults to some variables; if colummn 1 is not blank, the
program assigns SUPERFISH defaults. The second exception occurs when the user
elects to use cylindrical coordinates by later setting CON(19) = ICYLIN. For POIS-
SON/PANDIRA (X, Y) corresponds to (R, Z); for SUPERFISH it is the opposite,
namely, (X, Y) corresponds to (Z, R). Mathematically this may e confusing, but for
most physical problems it is the natural choice. If the user is not satisfied with this
convention, he can change it to some extent by setting NSWXY = 1 in TEKPLOT.
Of course, this only changes the plots but not the expected inputs to AUTOMESH.

The first line of input to AUTOMESH is the title card. Positions 2 through
80 can be anything. Column 1 should be some nonblank character as mentioned
above. The next 8 computer words (columns 2 through 65 on the CRAY, columns
2 through 33 on the VAX) are used for output identification.

Following the first line, AUTOMESH expects one or more groups of data. Each
group consists of oné REG NAMELIST input followed by one or more PO NAMELIST
inputs. The first REG NAMELIST must include a value for NREG; the NREG is
the numnber of REG NAMELISTS expected. The READ structure is shown in
Fig. C.3.3.1.

NAMELIST is the standard FORTRAN input routine. Each such input starts
with a blank in column 1 followed by $“name” where “name” is the name of the
input. Here “name” is either REG or PO. Any item in the group may be entered in
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Read Do Read
Title 1 ,NREG $REG's

Write [——p{ Stop
TAPE73

Figure C.3.3.1: Flow chart for read statements in AUTOMESH.

auy order separated by comunas. If there is any question about NAMELIST, see a
FORTRAN manual. The following is a typical NAMELIS'T entry for the namelist
REG:

$ REG NREG=5,DX=0.08,XMAX=3.5,YMAX=2,85, IBOUND=1,NPOINT=8%
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C.3.3.1 The REG NAMELIST.

Twenty-nine quantities can be entered in this NAMELIST for each region of the
problem. Most quantities entered for the first region are used for all succeeding
regions until changed by a subsequent REG input. This is called “successive region
data overwrite”. Certain quantities must be entered, while others have meaningful
default values. The following is a list in alphabetical order describing the quautities
as used by SUPERFISH. Some can only be entered in the first REG NAMELIST

and must not be changed in sebsequent regions. These are inarked by ¢ before the

variable.

Name

Table C.3.3.1 Region Namelist Variables.

Default

Description

& CONV

CUR

DEN

< DX

<& DY

IBOUND

1.0

0.0

0.0

none

(o DX)

-2

Conversion factor for length units. If CONV = 1.0, units
are centimeters. To use other units, set CONV to the num-
ber of centimeters per unit desired. CONV is the same as

CON(9) in the input to LATTICE and should be entered
for the first region only. '

If the region is a drive point, CUR shounld he set to 1. If
another region follows, reset CUR to 0 in that next region.
This is the constant C(3) in the Sec. C.3.2 Input for
LATTICE.

Length of cell for multicell problems. This is C(4) in
LATTICE region input. See Section C.3.2.

The requested width of triangles in the mesh for the first
region. It must not be changed for subsequent regions.

The requested height of triangles in the mesh for the first
region. If DY is not specified the default value is either
V3% DX/2 if ITRI = 0, or 1, or DY = DX if ITRI = 2
(right triangle option). It must not be changed for subse-
quent regions.

A special region boundary indicator. See discussion under
the sixth region constant C(6) in the Input for LATTICE,
If the present region is to be a new drive point, the user

must set IBOUND = -1.
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Table C.3.3.I (cont’d.) Region Namelist Variables.

Name Defanlt

Description

IPRINT 0

IREG (n)

¢ ITRI 0

O KMAX  noue
$ KREG1 none
& KREG2 none
$ LMAX none
$ LREG1  none*
$ LREG2 none*

* X * *

If IPRINT = 1, special diagnostic printout is provided by
the “logical path-finding” routine. Logical and physical
coordinates are also printed for any non-zero value of
IPRINT. This information is in file OUTAUT. (IPRINT
here is not the same as CON(32) in Table C.3.2.1.)

An arbitrary number identifying the region. The default
value is | for the first entered REG NAMELIST and is
incremented by 1 for each succeeding REG NAMELIST.

The type of triangle to be used for the mesh in the region.
ITRI = 0 means equal weight; I'I'RI = 1 means isosceles;
and I'TRI = 2 meauns right. The distinction hetween equal
weight and isosceles is the way that the relaxation is done
from the logical mesh to the physical mesh.

Used to refine the mesh in a user-defined rectangle of the
problem area. When these values are entered, they asso-
ciate a logical mesh number with a physical position.
Thus, KMAX corresponds to XMAX, LMAX corresponds
to YMAX, KREGI1 to XREG]1, etc. This allows the user
to force a smaller mesh step in a given region. For exam-
ple, suppose XREG1 = 10.0, XREG2 = 20.0, KREG1

= 10, KREG2 = 110. This gives (KREG1 - 1) = 9 mesh
steps in the X-direction of length 10.0/9 = 1.111 up to
the location X = XREG = 10, giving a very coarse mesh.
From X = 10.0 to X = 20.0 there will be (KREG2 -
KREG1) = 100 mesh steps of length DX = 10/100 = 0.1,
giving a finer mesh. The size of the mesh beyond X =
20.0 will depeud on the difference hetween KMAX and
KREG2, and between XMAX and XREG2. The same
principle applies to the Y-direction. The values of these
variables are global and hence should be entered for the
first region and not changed in subsequent regions.

*If these values are not entered, the code assigns proper values (see under

XREG1, XREG2, etc., below).
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Table C.3.3.I (cont’d.) Region Namelist Variables.

Name

Default

Description

¢ LINX

¢ LINY

MAT

¢ NCELL

<& NDRIVE

NPOINT

0

11one

A special indicator for vertical line regions.

LINX = 0 produces vertical line regions at the locations
where mesh size changes occur (XREG1 and XREG2).
LINX = 1 produces no vertical line regions at the locations
where mesh size changes occur. This parameter was intro-
duced into the code in April of 1986. LINX = 1 can help
LATTICE converge under some circumstances.

A special indicator for horizontal line regions. It works
the same way as LINX above, bhut for horizontal line
regions at lacations where mesh size changes occur

(YREG1 and YREG2).

The material code for the region. MAT = 0 means that
all points in the region are to be omitted [rom the probh-
lem and requires the use of the special houndary indicator
IBOUND. The other possible values of this parameter are:
MAT = 1, air or vacuum.
= 2, 3, 4, 5; Regions with different values of dielec-
tric constant k. and relative permeability «.,.

The number of cells in a mmlticell SUPERFISH problem.
It is not needed in AUT'OMESH or LATTICE, but is

passed through the CON array to SF01. 1{ corresponds
to CON(37).

Special indicator for drive points.

If NDRIVE = 0, AUTOMESH is to assign the drive point.
If NDRIVE = 1, AUTOMESH expects the user to even-
tually supply a one point (NPOINT = 1) region. When
AUTOMESH detects NPOINT = 1, it automalically sets
CUR = 1 and IBOUND = -1 {or that region. This special
indicator was installed in the code in July of 1986 to cor-
rect a problem. Previously the code might assign two
drive points and use its own in place of the user-supplied
point.

The number of segment endpoints to he entered in the
PO NAMELIST that follows this REG NAMELIST.
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Table C.3.3.1 (cont’d) Region Namelist Variables.

Name Default

Description

o NREG none

O XMAX  none

$ XMIN none

¢ XREG1 XMAX

o XREG2 XMAX

O YMAX none

o YMIN none

¢ YREG1 YMAX

¢ YREG2 YMAX

The number of sets of REG NAMELIST data to be en-
tered for this run, This niust be entered in the first REG
set and should not be changed in subsequent REG sets.

Maximum physical X value in the problem. For
3-dimensional problems with cylindrical syminetry where
the coordinates are denoted by (r,¢ = 0,z) XMAX is
the maximum value of z.

Miuimum physical X value in the problemn. For
3-dimensional problems with cylindrical syminetry where
the coordinates are denoted by (r, = 0,z) XMIN is

the minimum value of z.

A line region is added at XREG1. If KREG1 is not set,
the width of the triangle will approximately double to the
right of XREG1. If KREGI is set, the triangle width will
be determined as described under KMAX, etc. above.

A line region is added at XREG2. If KREG2 is not set,
the widih of the triangles will approximately double to
the right of XREG2. If KREG2 is set, the triangle width
will be determined as described under KMAX, etc., above.

Maximum physical Y value in the problem. For
3-dimensional problems with cylindrical symmetry where
thie coordinates are denoted by (r, =0,z} YMAX is
the maxiniun value of r.

Minimium physical Y value in the problem. For
3-dimensional problems with cylindrical syinmetry where
the coordinates are denoted by (r,o = 0,z) YMIN is

the minimum value of r.

A line region is added at YREG1. If LREGL1 is not set,
the height of the triangle will approximately double above
YREGI1. If LREG1 is set, the triangle height will e deter-
mined as described under KMAX, etc., above.

A line region is added at YREG2. If LREG2 is not set,
the height of the triangles will approximately double above
YREG2. If LREG2 is set, the triangle height will be deter-
mined as descrilyed under KMAX, above.
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C.3.3.2 The PO NAMELIST.

The PO data sets specify the pliysical boundary of the present region. The first
PO data set specifies the initial point. Each succeeding set specifies the endpoint of
a curve starting from the previous point, ansl the type of curve to be drawn from the
previous point to this endpoint. The NAMELIST variables are described as follows:

Table C.3.3.II Endpoint Namelist Variables

Name  Default Description

NT 1 The type of curve to be drawn from the previous point.
NT = | means a straight line
= 2 means an arc of a circle
= 3 means a sector of an hyperbola

X0 0.0 The cartesian coordinates in the mesh rectangle of the

YO 0.0 present origin of the coordinates (X, Y) (IR, or TILETA).
X none  The cartesian coordinates of the point relative to the

Y none  present origin point (X0, Y0). For 3-dimensional problems

with cylindrical symmetry the coordinates are usually
denoted (z,¢,r). AUTOMESII assumes ¢ = 0,
z — X and r — Y. Naturally Y > 0 is assumned.

R none = The polar coordinates of the point relative to the present
THETA none origin point, (see above) UNLESS drawing an hyperbolic
segment. In this case, R is the minimum distance from
the origin (0, 0) to the hyperbola R? = 27y, and THETA
has no meaning. For circular arcs TIIETA is measured in
degrees from the displaced horizontal axis. See Figs. C.3.3.2
and C.3.3.3.

NEW 0 This variable is used to force separation hetween regions.
When NEW = 1, the points on the logical path for this
segment are nol, allowed to coincide with points on the
path around any previous region. When NEW = —1, the
points on the logical path for this seginent are not allowed
to coincide with the points on the path around any previ-
ous region, except for the starting and ending point.

AUTOMESH sets up a cartesitan coordinate system with the point (XMIN,
YMIN) in the lower left corner and the point (XMAX, YMAX) in the upper right
corner.
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A point is specified by giving its coordinates relative to the origin point (X0,Y0).
The default value of (X0,¥0) is (0,0). A point can be specified either in cartesian
coordinates (X, }") relative to (X0, Y 0) or in polar coordinates relative to (X0, Y0).
When defining an arc of a circle between the beginning and ending points of a
boundary segment, the origin point (X0,Y0) must be moved to the location of the
center of the circle. See Fig. C.3.3.2. If the endpoint is specified by cartesian coor-
dinates, the radius of the circle is calculated by the program to be

R=\/(X -~ X0)2 + (Y - YO)? (C.3.3.1)

Alternatively, the endpoint may be specified by polar coordinates. The user en-
ters the radius It and the angle THETA in degrees relative to the X-axis.

The only hyperbolas defined by the program are syminetric about  the line
X =Y, ie, are defined by the equation

R* =2XY (C.3.3.2)
tEW : SEGMDY of

\4 ENDPONT | BOURDARY CURVE
@ :
o :

--------- R T

Yo

(0.0) X

®

Figure C.3.3.2: Meaning of X0, Y0, R, and 6 for circular segment of regional bound-
ary. (X — X0)*+ (¥ —Y0)? = R?* 0 is in degrees. Note that X and Y are relative to
the origin (X0, Y0). X0, Y0, and R must be calculated self-consistently with X, Y,
using Eq.(C.3.3.1) to an accuracy of one part in a thousand when the endpoint is
in polar coordinates R, 6.
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Y SEGMENT OF
(Z) BOUNDARY CURVE

\

\

\ /
\

NEW —— T (X.Y) /

END POINT

PREVIOUS
END POINT

.

(xp‘ YP) \\\

(0,0) , X
(R)

Figure C.3.3.3: Meaning of X, Y, R for hyperbolic segment of regional boundary
R? = 2XY; the choice of X and Y must keep the byperbola in the first quadrant.
The quantities R, X, and Y, must he calculated self-consistently to one part in a
thousand, and likewise R, X and Y must be self-consistent to the same accuracy.

Figure C.3.3.4 gives an example of AUTOMESH input. It is the file used to generate
the three cell cavity LATTICE input in Figs. C.3.2.3. and C.3.2.4
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1 lattice input example

$reg xreg=BE,dx=.5,xmax=39.,ymax=29.,npoint=13,ncell=3$
$po x=0.,y=0.%

$po x=0.,y=1.%

$po x=3.,y=1.%

$po x=3.,y=4.%

$po x=0.,y=4.%

$po x=0.,y=29.%

$po x=39.,y=29.%

$po x=39.,y=4.¢

$po x=31.,y=4.%

$po x=31.,y=1.%

$po x=39.,y=1.%

$po x=39.,y=0.%

$po x=0.,y=0.%

$reg npoint=5,mat=2,den=9. §
$po x=0.,y=15.§

$po x=0.,y=29.%

$po x=5.,y=29.%

$po x=6.,y=16.$

$po x=0.,y=15.%

$reg npoint=5,mat=2,den=21,5%
$po x=34.,y=29.%

$po x=39.,y=29.%

$po x=39.,y=15.%

$po x=34.,y=15.%

$po x=34.,y=29.%

$reg npoint=5,mat=0, den=0.$
$po x=5.,y=1.%

$po x=5.,y=4.%

$po x=13.,y=4.$

$po x=13.,y=1.%

$po x=5.,y=1.8§

$reg npoint=5,mat=0$

$po x=16.,y=1.%

$po x=16.,y=4.%

$po x=27.,y=4.%

$po x=27.,y=1.%

$po x=16.,y=1.$%

Figure (.3.3.4: Example of AUTOMESH input for three-cell cavity shown in
Fig. C.3.2.2.
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The input variable NEW was introduced to fix small glitches in the logical mesh
caused by an inherent limitation of AUTOMESII. Unless corrected, these glitches
can affect LAT'I'ICE and cause inaccuracies in SUPERFISH. If the glitch occurs
where two regions abut or where a region comes close the the mathematical bound-
aries of the problem, then sometimes the use of NEW will help.

C.3.3.3 Boundary Condition Data Set Up by AUTOMESH.

The ordinary boundary condition indicatovrs, CON(21) through CON(24) are set
to their default values for SUPERFISII problems:

CON(21) = NBSUP = 1
CON(22) = NBSLO = 0
CON(23) = NBSRT = 1
CON(24) = NBSLF = 1

The region special boundary indicators C(6) = IBOUND have been discussed in
Sec. C.3.2 above.




Chapter C.4
OUTPUT FROM LATTICE

The function of LATTICE is to find the physical mesh on which the problem is
to be solved and to write the necessary mesh and problem information onto a file
called TAPE35. LATTICE also produces an output file called OUTLAT.

The information contained in OUTLAT is usually not needed but may some-
times be helpful if something goes wrong in the solution process. OUTLAT contains
for each region, the region material number, the total current, the current density,
the region boundary indicator IBOUND, and a list of the region’s logical and physi-
cal boundary points. This is followed by a history of the mesh relaxation interation,
which consists of the z-residual, 1, p., y-residual, 5, and p,. The quantities 1, and
7, are the = and y rates of convergence of the relaxation process. The quantities p,
and p, are the over-relaxation factors.

After the iteration history, a table is printed giving the area of each region and
the current density in each region. This is followed by a printout of the problem
constants, that is, the CON array. Those CON’s that have heen changed in the
input to LATTICE are flagged. ‘

In addition, any error messages generated by running LATTICE are also recorded
in this file. Finally, if CON(32) = IPRINT = -1, LATTICE prints a map of the
z and y vectors, that is, it gives the coordinates of each mesh point. Figure C.4.1
illustrates an OUTLAT file.
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beginning of lattice execution

dump 0 will be set up for superfis

ssuperfish dtl test problem

region number = 1 material = 1

total current = 0.0000 current density = 0.0000 O-zoning
region boundary indicator= 1

k 1 x y
1 1 0.00000 0.00000
1 78 0.00000 §.00000
b - 0.00000 7.00000
1 146 0.00000 21.10080
B8 146 4.28430 21.10080
58 93 4.28430 7.00000
B8 78 4.28430 5.00000
?8 63 4.28430 4.03020
13 58 9 o -1 58 1
14 58 i -1 o i i

relaxation parameters, 5582 unknown points.

elapsed time = 0.7 sec.

cycle residx etax rhox residy etay rhoy
1 1.3897¢-02 1.0000 1.6000 1.7218e-04 1.0000 1.6000
2 1.6932e-02 0.6651 1.6000 2.0059-04 0.6456 1.8000
3 1.1466e0-02 0.6772 1.6000 1.3419¢-04 0.6687 1.6000
4 7.63066-03 0.6666 1.6000 9.1041e-056 0.6787 1.6000
b 5.1851e-03 0.6796 1.6000 6.2746e-05 0.6892 1.6000
6 3.4353e-03 0.6626 1.6000 4.3637¢-06 0.6956 1.8000
7 2.3603e-03 0.8871 1.6000 3.0665e¢-05 0.7004 1.8000
81 1.0057¢-05 0.9437 1.9003 3.0921e-11 0.7928 1.7676
82 9.4727e-06 0.9419 1.9003 2,44941e-11 0.7904 1.7676

iteration converged
elapsed time = 2.6 sec.
generation completed

calculated current densities and areas

region current density area
number (amps/cm##+2) (cm#s2)
1 0.0000 78.9743
2 0.0000 0.0000
3 0.0000 0.0000
4 0.0000 0.0000

_ -/ &= = = T—= aEEk S O LEn Mk N = I I R EER EER
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dump number 0 has been written on tape3s.

input or default value
problem constants and variables

con( ) = , superfish dtl test problem
C2) = 4, nreg
con( 6) = 0, mode
( 9) = 1,000e+00, conv
( 18) = 0, nperm
(19) = 1, icylin
( 20) = 1.000e+00, xm
(21) = 1, nbsup
con( 22) = 0, nbslo
( 23) = i, nbsre
con( 24) = 1, nbslf
con( 29) = 0, limtim -
(30) = 10, maxcy
(32) = 0, iprint
( 34) = -1, inect
(38) = 0, nodmp
con( 36) = 14, nseg
(107) = 0.000e+00, zctr

(108)

1.800e+02, dphi

solution
problem constants and variables

( 3)= 146, 1lmax
( 4) = 58, kmax
( 5) = 60, imax
(11) = 6122, nair
(12) = 0, nfe
( 13) = 0, ninter
(109) = 8880, itot
(118) = " 10000, maxdim
(119) = 5000, nwdim

Figure C.4.1: Sections of the file OUTLAT for the problem
“superfish dt! test problemn.”

CHAPTER 4 3



Chapter C.5
Input to SUPERFISH

Since SUPERFISH gets most of its required input from TAPE35, the user has
little to input except CON’s. SUPERFISH asks for a dump number and for CON

changes.
The following list gives the CON’s that affect the SUPERFISH calculation.

CON(18) = NPERM Number of sets of relative permittivity and permeability

(ke and k,,) data to be read in. NPERM is used when
regions hhave material codes (MAT) not equal to 0 or 1
in the REG NAMELIST. After entry of NPERM, the
code will ask NPERM times for an input line of the
form: “MATER EPSIL FLOMU”, where MATER is
the material code number in the region having relative
permittivity EPSIL and relative permeability FLOMU.

CON(19) = ICYLIN A flag to indicate the symmetry of the problem.
' ICYLIN = 1 (default) means the problem has cylindri-
cal symmetry.
ICYLIN = 0 means the problem has two-dimensional
cartesian symmetry.

CON(30) = MAXCY Maximum number of iterations to find resonant
frequency. Default value is 10; it can be changed if
convergence is slow.

CON(32) = IPRINT K IPRINT is odd, a inap of the solution array A is
written on OUTFIS file. Default value is 0. This may
be useful in debugging,.
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CON(34) = INACT

CON(35) = NODMP

CON(62) = NSTEP

CON(63) = DELKSQ

CON(65) = FREQ

CON(66) = XKSQ

CON(73) = IPIVOT

A flag to allow interactive control during SUPERFISH
frequency iterations. If INACT # —1, calculation is
stopped at end of each iteration and user is asked to type
“go”, “no”, or “in”. If “go”, iteration continues; if “no”,
ileration is ended; if “in", user is asked for new iteration
values of numbers in the CON array and ileration contin-
ues with the new values. The number of iterations is still

limited by CON(30). Tle default value of INACT' is —1.

A flag which indicates whether the output of the

SUPERFISH run is to be written on TAPE35,

If NODMP = 0 (default value), a new dumyp is written
to TAPE3S.

If NODMP = 1, no dunip is written.

Number of steps in k2. If NSTEP # 0, SUPERFISII
makes a search in k? to aid the user in locating possible
resonant frequencies. The program makes NSTEP steps
through a range of k? = euw? determined by CON(63)
and CON(65) or CON(66) defined below. The default
value of NSTEP is 0.

The size of the steps to be taken in k? during the search
for a resonant frequency. This nuinber is used only when

CON(62) # 0.

An estimate of the resonant frequency to start an iter-
ative convergence to a final resonant frequency or a
starting frequency for a step search in k? . If making a
step searclt and CON(65) is not zero, then CON(66) is
ignored.

Starting value of &* to be used in the search for a reso-
nant frequency. This number is used only when CON(62)
# 0 and CON(65) is zero.

A flag to indicate the type of pivoting desired in the
numerical procedure to find the fields. The default is 0,
no pivoting,

IPIVOT = 1 gives partial pivoting, and

IPIVOT = 2 gives complete pivoting.

See Sec. 13.4 for an explanation of the pivoting procedure.
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CON(86) = EPSIK

CON(87) = IRESID

PART C CHAPTER 5 3

Convergence criterion for SUPERIISH iteration. When
|Ak?| / k* < EPSIK iteration stops. See also CON(30).
Default value is 1.0E-04.

If IRESID = 1, the code calculates the residual of the
solution matrix A and writes the result to the OUTFIS
file. The default is 0.



Chapter C.6

Output from SUPERFISH

SUPERFISH writes inforination to TAPE35 and an output file called OUTFIS
as well as the information it writes to the termminal. Examples of terminal output
are given in Chapter 12. The principal information on the solution is written to
TAPE35 as dump 1 (or higher). The analysis of the solution information is done by
the output routine SFO1, which reads the proper dump information from TAPE35.

The output file OUTFIS contaius a list of the CON’s values used for the solu-
tion, a list of the material properties x, and k,, for each region, and an iteration
history. The history is the same as that sent to the terminal.

The dump that SUPERFISH writes to TAPE35 can be read by TEKPLOT and
used to plot field lines.
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Chapter C.7
Input and Output for TEKPLOT

C.7.1 Input for TEKPLOT

TEKPLOT will plot the physical boundaries and mesh resulting from a LATTICE
output. It will also plot the field lines from SUPERFISH output. More than one
plot can be made in the same run by repeating the first two input data groups. The
structure of the input is shown in Fig, C.7.1.1.

READ:
NUM STOP
mA
NPHI
INAP
READ:
XMIN
XMAX
YMIN
YMAX
3
READ:
AMIN .
AMAX RUN

Figure C.7.1.1: Flow diagram for Read Statements in TEKPLOT.



2 PART C CHAPTER 7 SECTION 1 December 30, 1986

This program uses tlie special {ree format described in Sec. C.3.1. The meaning

of the parameters is given in the table below.

Name Default

Description

NUM 0
ITRI 0
NPHI 0
INAP 0
NSWXY o0*

XMIN XMIN
XMAX XMAX
YMIN YMIN
YMAX YMAX

The TAPE35 “dump” number on which the (X, Y) coordi-
nates of the mesh, and (if NUM > 0) the field values have
been written.

Au indicator to specify whether the triangular mesh is to be
plotted or ounly the physical boundary lines of regions.
ITRI = 0 means do not plot the triangular mesh.

= 1 means plot tlie triangular inesh.

The numnber of field lines to be plotted. The program does
not plot lines for the smallest and largest field values, one

of which is usually just a point. For TM modes with cylin-
drical geometry the program plots lines of constant

T % Hy(2,7), which are parallel to electric field lines. For
cartesian geometry it plots contours of constnt H,. For most
problems a good number for NPHI is between 20 and 50.

An indicator for an additional Read statement.
INAP = 0 means do not read AMIN and AMAX,

= 1 nieans read (on the next data line) the minimum
and maximum values (AMIN and AMAX) of the equipoten-
tial lines to he plotted. The values plotted are
(AMAX-A),(AMAX — 2% A),..., (AMIN + A),
where A is (AMAX-AMIN)/ (NPII+1).

An indicator allowing an interchange of the X and Y axes.
NSWXY = 0 means no interchange;
NSWXY = 1 means interchange.

The limits of the plot, which may be any part of the problem
rectangle. The variables XMIN, XMAX, YMIN and YMAX
should not be confused witl: variables of the same name

that are entered in AUTOMESH and deterinine the size of
the problem rectangle, liawever, if allowed to default, they
will take on the values defined in AUTOMESH.

*Or last input value.
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After making the plot, TEKPLOT waits for a carriage return bhefore prompting
the user for more input. Upon receiving the carriage return, TEKPLOT asks for a
dump number with accompanying input. To terminate the run the user enters -1 S
for the dump number. An example of TEKPLOT input is given in Fig. C.7.1.2.

tekplot

7type input data- num, itri, nphi, inap, nswxy,

? B

input data

num= O itri= 0 nphi= 0 inap= 0 nswxy= 0

plotting prob. name = full size cavity cycle = 0

7type input data- xmin, xmax, ymin, ymax
? 80, 125. 0. 25.
input data

xmin= B80.000 xmax= 126.000 ymin= 0.000 ymax= 25,000

7type go or no
? go

Figure C.7.1.2: An example of interactive input to TEKPLOT.

C.7.2 Output of TEKPLOT

In addition to providing the plots described above, TEKPLOT also makes an
output file named OUTTEK, which contains a list of the contour values that were
plotted. TEKPLOT will only plot closed regions.

C.7.3 System-dependent Plot Routines in TEKPLOT

TEKPLOT uses PLOT10 commands. If PLOTI10 is not available at the user’s
installation, then the user will have to go into the FORTRAN code and substitute
comnmands fromn his own graphics system. The calls to PLOT10 and their functions
are listed at the beginning of the source code to facilitate substitutions.
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Further SUPERFISH Output
Routines — SFOn

Presently there is no standard program to display the auxiliary properties of an
rf cavity. The reason for this is that one is interested in different things for different
designs. The useful quantities for a drift-tube linac (DTL) and a radio-frequency
quadrupole (RFQ) are not the same. Even in a DTL, the desired output would bhe
different for single cell and multiple cell problems. We are working on a universal
SFO routine, but at present there are only SIFO’s for particular problems. Below we

give an example of an SFO that works for one half of a DTL cell and for multicell
problems.

SFO1 is a routine used to extract information from the solution produced by
SUPERFISH for a DTL. Thus, the inputs to SFOL1 tell {he code what sort of answers
are wanted. The code asks the user to specify the SUPERFISH output “dump
number” and then asks for changes in the problem constants. There are eight

problem constants that can be changed meaningfully at this stage. These are listed
below.

The auxiliary quantities printed out by SI'O1 have heen described in Sec. C.1.2.
There is no universal agreement on these definitions and therefore comparison with
the output of other codes such as URMEL, CAVIT, etc., should be done with care.

There exists another postprocessor called SHY which calculates the value of the
electric field in the TM 1mode over an area in the XY-plane. It has been deactivated
but will be activated again in the near future.
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CON(37) = NCELL

CON(50) = NPEG

CON(78) = LINT

CON(81) = RSTEM

CON(100) = VSCALE

CON(106) = BETA

CON(107) = ZCTR

CON(108) = DPHI

December 31, 1986

Number of cells in nulticell problems. See Secs. C.3.2.
or C.12.4

Number of houndary segments on which power and
frequency perturbations are to be calculated. Default
value is 0. If the user enters a nonzero nunber into
CON(50), the program will ask for a list of segment
nuwbers. The segment numbers are separated by
spaces. A negative segient number indicates that it
is to be calculated as if it were a drift tube stemn of
radius RSTEM = CON(81).

The logical L-coordinate of the line along which the
normalization integral [ E.dz is calculated. The
default is LINT = |, the bottom line of the logical
mesh. If the z-component of the electric field vanishes
on this line, the normalization is ill-defined, and the
user must choose sotne other line. If LINT # 1, or
tlie line L, = 1 is not the horizontal axis (Y = 0) the
transit-time factor and related quantities are not cal-
culated.

Radius in centimeters of the assumed drift tube stem.
Default value is 1.0. It is used in the calculation of the
power dissipation and frequency perturbation.

Normalization factor {or average axial electric field.
VSCALE is the user-desired, average electric field on
the cylindrical (z) axis in volts/meter. The default
value is 1.0E+06 V/m.

The particle velocity divided by the velocity of light.
If no value is entered, BETA will be calculated from
ZCTR = CON(107) and DPHI = CON(108) on the

assumption that the accelerated particle is a proton.

The 2-coordinate (cylindrical coordinates) of the
“synchronous particle” when the electric field is max-
imwmn. Usually, this is the same as the geometric center
of the gap between two drift tubes in an Alvarez linac.
The default value is zero.

The change in the rf-phase in degrees as the
“synchronous particle” crosses the portion of the cavity

defined by LATTICE. The default value is 180 degrees.



Chapter C.9
PAN-T

PAN-T is a code that calculates the temperature distribution in the walls of an
ri-cavity given the electric field at the walls, the thermal conductivity of the wall
materials, and the temperature at the outer surface of the wall. The code was written
around 1982 and has been used both at Los Alamos and at Chalk River Nuclear
Laboratories in Canada. Presently it is not compatible with the standard versions
of AUTOMESH, LATTICE, and SUPERFISH, which are required to produce the
input for this programn. As soon at this code is available for use with the standard
versions of the POISSON Group Codes, users will be notified and a more detailed
description of its usage will be given.

C.9.1 The Basic Physics of PAN-T

Let us assume that the heat flow in the walls of an rf-cavity has comne to equilib-
rium, so that the temperature T(zx,y, z) and the heat flow vector H(z,y, z), mea-
sured in units of (watts/cm?) are independent of tiine. It is well known that the
heat flow is proportional to the gradient of the temperature, namely,

H = —-K(z,y,2)VT, (C.9.1)

where K is the thermal conductivity of the wall material, which will be allowed to
depend on position in space.

The source of heat is the dissipation of the rf-feld in the walls of the cavity.
This can be calculated from the field at the walls and the electrical resistivity of the
wall material. Let this source be called Q(z,y, z). Its units are watts/cm®. Energy
conservation requires that the amount of Lieat crossing the surface S of a closed
volume V must be equal to the amount of heat generated in the volume. This gives
the integral relation

fs H.dS = ] Qdv. (C.9.2)

1
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Using Green’s Theorem, we ininediately get the diflerential relation
V.-H=Q. (C.9.3)

When Eq.(C.9.1.1) is inserted into this equation, one obtains the generalized Poisson
equation,

V. (KVT) = —Q. (C.9.4)

It is easily seen why the solution of this problem is an obvious extension of the
POISSON Group Codes. In fact, the anthor of the codes has used a modification
of PANDIRA to obtain the solution. This is probably the source of the name for
the program (PANdira for Temperature.) The thermal conductivity function K
in PAN-T corresponds to the reluctivity function v of the magnetic problem. In
PANDIRA ~ can be a function of the magnetic field. This makes the generalized
Poisson equation nonlinear. In PAN-T, the author of the code has restricted the
function K to be a linear function of position. We are further restricted to two
cartesian dimensions or to cylindrical symmetry in three dimensions. This means

that either
K(z,y) = A+ Bz + Cy (C.9.5)

in cartesian coordinates, or
K(z,r) = A+ Bz+Cr (C.9.6)

in cylindrical coordinates. In most applications, the wall is metallic and we can set
B = C =0 in the input data.

The specialization of E¢.(C.9.1.4) to cartesian, two-dimensional space requires a
slight redefinition of the source term and the thermal conductivity. One must define
the source Q(z,y) as having dimensions of watts/cm?, and the conductivity K as
having dimensions of watts/deg C. The heat equation is written

a aT
5;(1{5) +

a

aT
a“y( K3,)=@ (C.9.7)

In cylindrical coordinates, with all functions independent of the cylindrical angle
6, the heat equation can be written

o] 8T 8 .eT
5 (r[( ;) + a (T-K E) =rQ. (C°9'8)

The code replaces K and Q by rK and rQ when finding the solution. These quan-
tities likewise have reduced ditnensions of watts/deg C and watts/cm?.
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C.9.2 Preparation of Input File

PAN-T requires as input either file TAPE37 created by LATTICE, or file TAPE38
prepared by SUPERFISH. If the user is going to work from TAPE37, then lie must
somehow generate and include in this file the heat source term Q. If working from
thie output of SUPERFISH, the source term is generated automatically and included
in TAPE38.

PAN-T recognizes cavity walls by the material numbers assigned to the regions
containing the wall material. A region with material nunber MAT having values
between 6 and 10 is assumed {o be wall inaterial. The material number for the vac-
uumn or air portion of the cavity is given as MAT = 1. The normal way of entering
MAT numbers is in the $REG NAMELISTS input to AUTOMESH. Figure C.9.2.1
shows an example of an input to AUTOMESH for a drift-tube linac that specifies
two wall regions. '

When AUTOMESH is executed with this as an input file, it geuerates an out-
put file called TAPE36 that becomes the input file to LATTICE. LATTICE in
turn produces a file called TAPE37 that becomes the input for SUPERFISH. The
user runs SUPERFISH in the normal way and this generates an ontput file called
TAPE38. TAPE38 contains most of the information needed by PAN-T, except for
the boundary conditions for the thermal problem, the thermal conductivities of the
wall materials, and the fixed temperatures on the outer walls of the cavity. The
format for entering this information is described in the next section.
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xcell 31 lampf tank 1

$reg nreg=3, mat=1, dx=0.5, xmax=7.845, ymax=50.0,

yregl=12.0,yreg2=24.0, npoint=9 §

$po
$po
$po
$po
$po
$po
$po
$po
$po

x=0.0, y=0.0 $
x=0.0, y=47.0 §
x=0.0, y=50.0 $
x=7.846, y=50.0
x=7.846, y=47.0
x=7.845, y=9.0 $
x=7.845, y=0.75 $
x=7.845, y=0.0 $
x=0.0, y=0.0 $

$
$

$reg mat=6, npoint=6 $

$po
$po
$po
$po
$po

x=0.0, y=47.0 $
x=0.0, y=50.0 $
x=7.846, y=560.0 $
x=7.845, y=47.0 §
x=0.0, y=47.0 $

$reg mat=7, npoint=7 $

$po
$po
$po
$po
$po
$po
$po

x=7.845, y=9.0 $

x=4.135, y=9.0 $

nt=2, x0=4.1356, y0=7.0, r=2.0, theta=180.0 $
x=2.136, y=1.26 $

nt=2, x0=2.635, y0=1.25, r=0.5, theta=290.0 $
x=7.845, y=0.75 $

x=7.845, y=9.0 $

December 19, 1986

Figure C.9.2.1: Input to AUTOMESH for a DTL cell containing two regions with
different wall materials denoted by MAT= 6 and 7.
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C.9.3 Special Input to PAN-T

PAN-T uses the special FREE format described in Section C.3.1 above. When
running interactively from the terminal, the program prompts for all data with self-
explanatory messages. Figure C.9.3.1 shows an example of an interactive session.
Tlie computer respouse numbers are fictitious, but this should give the idea.

The printed output is saved in a file called OUTPANT. The user can get a visual
idea of the temperature isotherms by running TEKPLOT just as he would for any
SUPERFISH problem. Since we do not have a recent run of PAN-T, we cannot
show a plot of the problem: “xcell 31 lampf tank 1.”
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?type "tty" or input file name

? tty
?type input dump number
? 1

beginning of pant execution from dump number 1
problem name= xcell 31 lampf tank 1
?type input values for con(?)

*21 0101 s

input for conductivity, mater = 6 k=a+b*z+c*r(w/cm-degc)
?type a b ¢
? 4.0 0.00.0

input for conductivity, mater = 7 k=a+bez+c*r(w/cm-degc)
?type a b c

? 4.0 0.0 0.0

material properties

region no. material no. a b c
(w/cm-degc)
2 7 4.000 0.000 0.000
3 6 4.000 0.000 0.000

?type input for mat. no. and upper bound. fixed temp.
? T 30.0

?type input for mat. no. and right bound. fixed temp.
? 640.0

elapsed time = 1.0 sec.
cycle amin amax
0 +1.0000e-06 +1.23460-02
1 +1.0000e-06 +1.2346e-02
solution converged in 1 iterationms.
elapsed tim= 2.0 sec.
?type input dump number,
? -1
all done

Figure 9.3.1: An example of an interactive session with PAN-T.
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Diagnostic and Error Messages

C.10.1 Messages from AUTOMESH

Diagnostic and Error messages printed from AUTOMESH can he broken into three
categories: 1. those starting with the word “ERROR?”, 2, those starting with the
word “TROUBLE”, and 3. two additional messages. In the sections below, we list
the messages, briefly define the problem and give a possible solution.

The following five conventions make tlie explanations simpler to write.

1.

CHANGE THE MESH SIZE — usually the niesl is too coarse; user should rerun
the problem with a finer mesh; sometimes a slight mesh size change will suffice.

(X1,Y1)/(R1, THETA1) — tlie Cartesian/polar coordinates of the previous
point (from).

(X2,Y2)/(R2, THETA2) — the Cartesian/polar coordinates of the present
poiut (to).

R --- (printed as the value of a variahle) means that this variable has been set
out of range and not supplied by the user.

(--) means computer prints out the value.

REGION (--)/0.K. — AUTOMESH has successfully found paths for all boun-
dary points in this, (--), region; if errors occur in one region, AUTOMESH
proceeds to the next.



2 PART C CHAPTER 10 SECTION 1

December 30, 1986

C.10.1.1 Messages containing “ERROR?”

1.

“——- ERROR --- DATA FOR THIS CIRCLE FROM (X1,Y1)/(R1, THETA1)"

TO (X2,Y2)/(R2, THETA2) IS INCONSISTENT ...

Either one or both coordinates are not given or the two points with
center at (X0, 0) do not lie on the same circle to a relative accuracy of
1073, Correct the input data for the listed coordinates. The user should
check that the coordinates are given RELATIVE to (X0, Y0). Message
from subroutine DATUPS.

ERROR --- DATA FOR THIS LINE ARE INSUFFICIENT ..."
Either one or both coordinates are not given. Correct the inpul data
for the listed coordinates. Message from subroutine DATUPS.

ERROR --- DATA FOR THIS HYPERBOLA FROM (X1,Y1) TO (X2,Y2) IS
INCONSISTENT" ...

Either one or both coordinates are not given, R is not given, or the two
points do not lie on the same hyperbolic branch to a relative accuracy

of 1073, Message from subroutine DATUPS.

ERROR --- X/Y IS OUT XMIN, XMAX/YMIN, YMAX LIMITS ..."
The X or Y point printed is less or greater than the given minimum or

maximum value for X/Y in the first REG input line. Correct input.
Message from DATUPS.

ERROR --- (KMAX + 2) % (LMAX + 2) = (--) IS GREATER THAN
PROGRAM DIMENSIONS OF (--) ..."

The total number of mesh points have exceeded the maximiun value
dimensioned. Cut mesh size or increase parameter MXDIM and recom-
pile as directed by the complete diagnostic message. (Note: Versions
of the code received from us hefore June 1986 have a different diagnos-
tic message and do not give directions for changing MXDIM.)

Message from subroutine SETXY.

ERROR --- TROUBLE IN FINDING THE PATH OF A POINT ..."
AUTOMESH encountered trouble in both “forward” and or “backward”
pass in subroutine LOGIC. To correct, decrease mesh size near the
point and try again. Message from inain prograin.

e
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C.10.1.2 Messages containing “TROUBLE”

1.

3a.

LU

TROUBLE --- DIMENSIONS FOR THE NSEG ARRAYS, EXCEEDED NSG OF
(-=) ..."

AUTOMESH has exceeded the maximum number of boundary segments
dimensioned in the program. Increase parameter NSG and recompile

as directed. Message from subroutine FISHEG. (Note: Versions of the
program received before June 1986 have no directions for increasing
NSEG. The user can only decrease the number of segments in the input.)

TROUBLE --- NPOINT = (--), EXCEEDS DIMENSION OF (--)"

The number of PO entries for this region has exceeded tlie maximum
number dimensioned. To correct, decrease the number of points or in-
crease parameter NPTX and recompile as divected. (Note: Versions of
the program received before June 1986 have no directions for increasing
NPTX. The user can only decrease the number of points in the input.)
Message from main program or subroutine INSERT.

TROUBLE --- THE PROGRAM FOUND THE SAME (K, L) COORDINATES
FOR THE FIRST AND LAST POINT OF THIS CURVE ..."

The program has assigned the same mesh point in either vertical or
horizontal direction for (X, Y1) and (X2, Y3). This usually mmeans mesh
size is not fine enough.

Message is printed from subroutine LOGIC. The last line of the message
prints the plhirase “FORWARD PASS” or “BACKWORD PASS.”
AUTOMESH executes subroutine LOGIC twice—first in a “forward”
searcl, and a second pass in a “backward” search—to find the path of
the current segment. Then the program chooses the path with the small-
er number of segments with no errors. A fatal error occurs if BOTH
directions encounter “TROUBLE.” To correct, change mesh size.

TROUBLE ~--- PROGRAM DIMENSIONS 1000 FOR THE KL ARRAYS ARE
INSUFFICIENT"

The prograin has difficulty in finding the path for this segiment and thus
has exceeded tlie dimension allocated for storage of the path array.

See 3a. above.

TROUBLE --- LOGICAL PATH IS TRAPPED AT K = (--), L = (--)"
The program cannot find the path for this current segment. See 3a above.
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6. '"-—- TROUBLE --- CANNOT FIND A FIXED H-PHI POINT"
Message from subroutine POTREG. The code cannot find a point in
the problem region with coordinates that agree with the assigned
magnetic drive point coordineates. In principle you should not get this
message unless you assign your own drive point and make an error in
the input. In practice, we suspect a logic error in older versions of
the code. Please call us if you cannot find the source of {he error.
In versions of the code received after Septemeber, 1986, the message
means that AUTOMESH had difficulty assigning the drive point at
the upper lefthand corner of the cavity. To correct, input your own
drive point region by setting NDRIVE = 1 in the first region and later
defining a point region where you want the drive point. AUTOMESH
will automatically set CUR = 1 and IBOUND = -1 as required.

7. "—-- TROUBLE --- TOO MANY END POINTS FOUND FOR THE LINE"
The program has trouble adding a vertical /horizontal line region.

7Ta. AUTOMESH could encounter a number of problemns in subroutines
XLINER/YLINER while attempting to add vertical/horizontal line
regions. To correct, CHANGE MESH SIZE or in versions of the programn
received after April, 1986 set LINX/LINY = 1 iu the first REG entry.
(This latter option deletes the addition of all vertical/horizontal line
regions at horizontal/vertical inesh change locations.)

8. "-—- TROUBLE --- NO END POINTS FOUND FOR LINE"
The program has trouble finding a mesh point for the end point of the
added line region. See Ta. above.

9. "-~-- TROUBLE --- ONLY ONE END POINT FOR THE LINE"
The program has trouble finding an end point for this added line region.
See Ta. above.

10. "--- TROUBLE ~--- A POINT WITH (K = KREG) HAS X NOT = TO XREG"
"-—-- TROUBLE --- A POINT WITH (L = LREG) HAS Y NOT = TO YREG"
The program has difficulty adding a vertical /horizontal line region. -
See Ta. above.
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C.10.1.3 Additional Diagnostic Messages

1.

“DIMENSION OF 2000 FOR KR, LR ..."
The program has run into difficulty and has exceeded the maximum num-

ber of points dimensioned for a region. CHANGE MESH SIZE and try again.
Message from subroutine LOGSEG.

“DIMENSION OF 3000 INSUFFICIENT FOR KG, LG ..."

The program has run into difficulty and has exceeded the total number
of points dimnensioned for all regions. CHANGE MESH SIZE and try again.
Message from subroutine SAVAGE.
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C.10.2 Messages from LATTICE

LATTICE writes all of diagnostic and error messages to the output file, OUTLAT,
and some to the terminal if run is interactive. An explanation of the common ter-
minology used in these messages is listed below.

1.

2.
3.
4.

k,

T,

[ The mesh point numbering for tlie horizontal and vertical coordi-
nates.
y  The horizontal, vertical coordinates, respectively.

k', I' The mesh point numbering for the second of tlie two points.
(--)  Means the computer prints out the value.

C.10.2.1 Messages Containing “ERROR EXIT”
i. "--- ERROR EXIT --- TWO MESH DATA POINTS WITH A DIFFERENT K, L

HAVE THE SAME X, Y COORDINATES"

followed by values of k, [, k’, I, z, and y. This message is from the
function ANGLF. The code has found the same physical coordinates
assigned to two different logical points. Check input data; try reducing
mesh spacing if input looks correct.

ERROR EXIT --- IN SUB. ANGLE COST = (--) AT KO = (--) LO =
(_._) n .

Message from function ANGLF. The code has a cosine value greater
than 1.0 atl the logical poiut (KO, LO). Check input data, try reducing
mesh spacing.

ERROR EXIT ---. NWMAX EXCEEDS PROGRAM DIMENSIONS OF (--) ..."
Message from subroutine PRELIM. The storage for recalculating coup-

lings has been exceeded. This storage has dimension of 1/2 of the para-
meter MXDIM. Increase MXDIM and recompile.

C.10.2.2 Messages Containing “INPUT DATA ERROR”
1. "--- INPUT DATA ERROR --- ILLEGAL CHARACTER",

followed by a print of the input line. Message from subroutine FREE.
The code has found a character it does not recognize in the line
printed. Correct input.

2. '"--- INPUT DATA ERROR --- NO MANTISSA WITH EXPONENT",

followed by a print of the input line. Message from subroutine FREE,
The code found an exponent standing alone in the line printed. Correct
the input line.
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C.10.2.3 Messages Containing “DATA ERROR”

These messages are issued whenever LATTICE encounters any etrors in reading

the input file.
for LATTICE.

Mostly, such errors occur when a user creates his own input file
If the input file for LATTICE has been generated by a successful

AUTOMIESH run, it is unlikely tliere would he any errors of this type. In any case,
the errors issued are self-explanatory. The user need only correct the identified error

1, "---
2, Me--
3. "e--
a4, "---
5. "---
6. [ L J—

- in the input file and rerun.

DATA ERROR --- THE NO. OF BOUND DATA VALUES (K, L, X, Y) =
(--) FOR THIS REGION IS NOT A MULTIPLE OF 4"

Message from subroutine REREG. The code has found that the coor-
dinate data on the input file is incomplete. Correct the input fle
(Usually TAPE 73). If generated by AUTOMESH, try changiug

mesh spacing.

DATA ERROR --- THE FIRST AND LAST POINTS OF REGION HAVE
SAME K, L BUT DIFFERENT X, Y COORDINATES"

Message from subroutine REREG. Meshing has been done incorrectly.
Correct input file. If generated by AUTOMISH, iry changing mesh

spacing.

DATA ERROR --- NEGATIVE OR ZERO L"
Message fromn subrontine REREG. The inpnt file has an illegal value
for the logical coordinate L. Correct input file.

DATA ERROR --- NEGATIVE OR ZERD K"
Message from subroutine REREG. The input file has an illegal value
for the logical coordinate K. Correct input file.

DATA ERROR --- L, K AND LPRIME, KPRIME NOT ON SAME LOGICAL
LINE"

Message from subroutine REREG. There is an error in the boundary
input to LATTICE. Check input file.

DATA ERROR ~-- L EXCEEDS LMAX"

Message from subroutine REREG. The code has found a boundary
point in the input file with a logical I. coordinate greater than the
maxitmum L coordinate. Correct input.
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7.

10.

11.

12.

"--- DATA ERROR --- K EXCEEDS KMAX"
Message from subroutine REREG. The code has found a boundary
point in the input file with a logical K coordinate greater than the
maximum K coordinate. Correct input.

"--- DATA ERROR --- YOU HAVE EXCEEDED THE MAXIMUM NUMBER OF
REGIONS ALLOWED = (--)"
Message from subroutine REREG. Too many regions. Increase para-
meter NRGN and recompile.

"——- DATA ERROR --- YOU HAVE EXCEEDED THE MAXIMUM NUMBER OF
INPUT BOUNDARY POINTS PER REGION = (--)*"
Message from subroutine REREG. The storage for single region boun-
dary points has been exceeded. Increase parameter NPMX and recom-
pile.

"--- DATA ERROR --- TWO CONSECUTIVE DATA POINTS IN THIS REGION
HAVE SAME K, L COORDINATES"
Message from subroutine REREG. The code has found two consecutive

boundary points assigned the same logical coordinates. Correct input
data.

~-- DATA ERROR --- TWO CONSECUTIVE DATA POINTS IN THIS REGION
HAVE SAME X, Y COORDINATES"
Message from subroutine REREG. The code has found two consecutive

boundary points assigned the same physical coordinates. Correct input.

data.

"—-—- DATA ERROR --- (KMAX+2)x*(LMAX+2) EXCEEDS PROGRAM DIMENSIONS
OF (--)"
Message from subroutine REREG. There are too many mesh points in
the problem. Increase the parameter MXDIM and recompile.

C.10.2.4 Messages Containing “TROUBLE” and “WARN-

ING?”

"-—- TROUBLE --- DIMENSIONS FOR NO. OF SEGMENTS EXCEEDED NSG OF
--) ..."
Prints to OUTLAT and terminal and immediately aborts. Message from
main program; follow instructions given in the complete error message
and recompile.
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2. "--- WARNING ---THE MESH HAS NEGATIVE AND/OR ZERD AREA TRIANGLES"
LATTICE writes to the file OUTLAT, a message whenever it encoun-
ters negative or zero area in subroutine FILPOT, followed by the
three coordinates that make up this triangle. Tlie program processes
the triangles of all regions before printing above message to OUTLAT
and terminating. Message from main progran; follow instructions or
remesh the problem with a different mesh spacing.

3. "--- WARNING ---THE NUMBER OF INTERIOR POINTS =0 ..."
Message from subrouline SETTLE is self-explanatory in versions
released after April 1986. For previous versions, the user has somehow
set up the problem wrong. All points are boundary points and hence
the potential is determined everywhere.

C.10.2.5 Miscellaneous Messages

1. “THE ABOVE REGION IS NOT CLOSED."
This message is output to OUTLAT from subroutine REREG and is only a
warning. User should check to see that the same values for the first and last
coordinates for this region are specified if a closed region with interior points
is desired.

2. "ITERATION TERMINATED---MAXIMUM NUMBER OF CYCLES."
This message is output to OUTLAT from subroutine SETTLE and is only
a warning. The mesh generation did not converge to the required accuracy
after 100 iteration cycles. Run is continued with present mesh. User could
try running the problem with this imnesh or CHANGE MESH SIZE and rerun.

3. "THE LAST CORRECT POINT IS K = (~-), L = (-=)"
Message from subroutine REREG. This message occurs after INPUT DATA
ERROR messages numbers 3, 4, 5, 6, 7, 10, and 11. The logical coordinates
are an aid in finding the error.

4. “"ITERATION CONVERGED"
Message from subroutine SETTLE. The mesh relaxation process was successful.
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C.10.3 Messages from SUPERFISH
C.10.3.1 Messages with “ERROR EXIT”

1.

"--- ERROR EXIT --- NO DATA FOR EPSILON/MU MATERIAL"

Message from subroutine EPSIN. The code found a region with MAT >
2 but found NPERM = CON(18) equal to zero. Rerun with CON(18)

set equal to the number of dilferent set of x./k,, lines to be input. See

CON(18).

ERROR EXIT --- EPSILON = 0.0 FOR MATERIAL NO. (--)"

Message from subroutine EPSIN. The code found an error in the x./km
input for one of the materials with material number > 1. See CON(18)
for proper input format.

ERROR EXIT --- 2ND TRY --- IMPROVEMENT FAILED"

Message from subroutine FROOT. The root finder rejected an iinprove-
ment for the 2nd time and ended the run. Try rerunning with a different
initial frequency.

ERROR EXIT --- DIMENSIONS OF 10 FOR FREQ. ITERATION
EXCEEDED"

Message from subroutine FROOT. The code did not find a resonance
after 10 tries and has stopped the run. Rerun with a hetter guess for
the resonant frequency.

ERROR EXIT --- (KMAX+2)(LMAX+2) EXCEEDS PROGRAM DIMENSIONS"
Message from subroutine SRDUMP. Too many points in the problem
mesh. Increase the MAXDIM parameter and recompile.

ERROR EXIT --- THE MESH HAS NEGATIVE AND/OR ZERO AREA
TRIANGLES"

Message from subroutine SRDUMP. The mesh has a region where the
triangles have collapsed or where logical lines have crossed. Remesh
the problem. If using LATTICE try changing the mesh spacing.

ERROR EXIT --- NROW = MINO(KMAX, LMAX) = (--) EXCEEDS

MATRIX DIMENSIONS OF (--)"

Message from subroutine STRIBES. The storage needed for the matrix

inversion is greater than allowed. Increase parameter IMX in all places

it occurs and recompile SUUPERFISH aud POILIB. (Note: there may

be other dimensions statements to change in early versions of the code.)
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C.10.3.2 Messages with “INPUT DATA ERROR”

i. "--- INPUT DATA ERROR --- ILLEGAL CHARACTER"
Followed by a print of the input data line. Message from subroutine
FREE. The code has found a character it does not recognize in the
line printed. Correct input.

2. "--- INPUT DATA ERROR --- NO MANTISSA WITH EXPONENT"
Followed by print of the input data line. Message from subroutine
FREE. The code has found an exponent standing alone in the line
printed. Correct input line.

C.10.3.3 Miscellaneous Messages

i, "--- SOLUTION TERMINATED --- MAXIMUM NUMBER OF ITERATIONS"
' Message from ain program. The code has performed the nuinber of
iterations requested by CON(30) = MAXCY and stopped the iter-
ation. Restart with better guess for resonant frequency.

2., "--- WARNING --- CC = (--) SET = 0.0 IN FROOT"
Message from subroutine FROOT. This is a warning that the root
finder is having some trouble. If the run continues and converges, it
may be ignored. If the iteration does not converge try a better guess
for the resonant frequency.

3. "--- TROUBLE WITH THE LAST IMPROVEMENT"
Message from subroutine FROOT. T'he root finder doesn’t like its
answer. This print will be followed by message nuinber 4 (below) or
by ERROR EXIT message number 3.

4. "“THE PREVIOUS D(J ++2) WILL BE DISCARDED"
Message from subroutine FROOT. The root finder has discarded the re-
sults of the last iteration. If the iteration converges this can be ignored.
If the run is stopped, try a better guess for the resonant frequency.

§. "NO. OF REGIONS INPUT, (--) GREATER THAN NRGN."
Message [rom subroutine SRDUMP. The region storage is too small.
Increase parameter NRGN and reconipile.

6. "NO. OF SEGMENTS, (--) GREATER THAN NSG."
Message {from subroutine SRDUMP. The number of segiments input
exceeds storage. Increase parameter NSG and recompile.
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C.10.4 Messages from SFO1
C.10.4.1 Messages with “ERROR EXIT”

1.

ERROR EXIT --- RSUM = 0.0 IN SUB. HELINE"

Message from subroutine IIELINE. The code is doing an integral and
has found two adjacent points with average radius (or average y coor-
dinate) equal to 0. In a cylindrical geometry this will result in a divide
by 0 so the run is stopped. Check to see if segment numbers requested
for power and [requency shifts are correct. Don’t ask for power and
frequency shifts on the offending segment.

ERROR EXIT --- KPATH, LPATH DIMENSIONS OF 500 EXCEEDED"
Message from PATIH. The storage in COMMON/PATB/ has been ex-
ceeded. In most cases this means that the code cannot find the path
for this segment. For a very long segment an increase in storage may
help but this is rare. Sometimes a change in mesh spacing will help.
The rest of the problein can often be done by not requesting power on
this segment.

ERROR EXIT --- (KMAX+2)(LMAX+2) EXCEEDS PROGRAM DIMENSIONS
OF (__)n

Message from subroutine ZRDUMP. Too many points in problem.
Increase parameter MAXDIM.

ERROR EXIT --- THE MESH HAS NEGATIVE AND/OR ZERO AREA
TRIANGLES"

Message from subroutine ZRDUMP. The mesh has a region where the
triangles have collapsed or where the logical lines have crossed. Remesh
the problem. If using LATTICE, try changing the mesh spacing.

C.10.4.2 Message with “INPUT DATA ERROR?”

i.

2.

L JSpU,

"-——

INPUT DATA ERROR ~-- ILLEGAL CHARACTER"

Followed by a print of the input line. Message from subroutine FREE.
The code has found a character it does not recognize in the line printed.
Correct-input.

INPUT DATA ERROR --- NO MANTISSA WITH EXPONENT"

Followed by a print of the input line. Message from subroutine FREE.
The code has found an exponent standing alone in the line printed.
Correct input line.
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C.10.4.3 Messages with “DATA ERROR”
"--- DATA ERROR --- THE STARTING K,L MESH POINT IS NOT A

1.

REGION BOUNDARY POINT"
Message from subroutine PATH. The code has found that an interior
point lias been passed as a seginent end print. Probably a code bug.

C.10.4.4 Messages with “ERROR RETURN?”
"--- ERROR RETURN --- CAVITY LENGTH IS NOT CORRECTLY DEFINED"

1.

Message fromn subroutine EZAXIS. The code found no houndary or
interior points along logical line given by CON(78) = LINT or the
value of ZLONG was 0. LINT should be 1 on entry to EZAXIS.

C.10.4.5 Messages with “WARNING”
"--~ WARNING --- RO = 0.0 in SUB. TRASIT"

1.

Message from subroutine TRASIT. The code is calculating transit time
integrals and has found a point whose right upper neighboring point

is not in the problem. This would result in a divide by zero so the con-
tribution of the point to the integral is ignored.

WARNING --- YO = 0.0 IN SUB. TRASIT"

Message from subroutine TRASIT. The code is calcnlating transit time
integrals and has found a point whose right upper neighboring point

is not in the problem. This would result in a divide by zero so the con-
tribution of the point is ignored.

C.10.4.6 Miscellaneous Messages

1.

"INTEGRATION ON THE Z-AXIS IS NOT ALLOWED"

Message [rom subroutine HEPOW. The user has asked [or power on a boun-
dary segment that lies on the Z axis in cylindrical geometry. This will result
in a divide by zero so the code stops. Remove the request for power on the
offending segment.

"NO. OF REGIONS INPUT, (--) GREATER THAN NRGN"
Message froim subroutine ZRDUMP. Tlie number of regions to be input ex-
ceeds the storage. Increase parameter NRGN and recompile.

"NO. OF SEGMENTS (--) GREATER THAN NSG"
Message from subroutine ZRDUMP. The number of segments being input
exceeds the storage. Increase parameter NSG and recompile.
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C.10.5 Messages from TEKPLOT

1. "--- INPUT DATA ERROR --- ILLEGAL CHARACTER"
Followed by a print of the input line. Méssage fromn subroutine FREE.
The code has found a character it does not recognize in the line
printed. Correct input.

2. "-—— INPUT DATA ERROR --- NO MANTISSA"
Followed by a print of the input line. Message from subroutine FREE,
The code has found an exponent standing alone in the line printed.
Correct the input line.

3. "NUMBER OF REGIONS ON TAPE35 = (~-) LARGER THAN DIMENSION
NRGN.RUN STOPPED"
Message from subroutine TRDUMP. The nuinber of regions to be input ex-
ceeds storage. Increase parameter NRGN and recompile.




Chapter C.11

Convergence and Accuracy

C.11.1 Convergence

When searching for a resontance, SUPERFISH checks the value of Ak?/k?
(k = 2mf/c) to see if it is less than CON(86) = EPSIK. Here, Ak? is the change
in k2 from the previous iteration. The default value of EPSIK is 10~%. The allowed
number of iterations is set by CON(30), which has a default value of 10. This num-
ber should be enough to find the resonance in most cases. If it is not enough, the
code root finder may be lost. The user should check the printed values of D1(J *%2)
to determine what is going on. If these values are decreasing monotonically, the code
is probably converging and the user should start over with a new starting frequency
near to the iteration’s final frequency. If the D1(K * «2) values are jumping or the
printed frequencies are far apart, it is likely that the code is having trouble and
it might be profitable for the user to run SUPERFISH in the step mode (INACT
# —1) to get a better feel for the location of the zeros of D1(J * +2).

C.11.2 Accuracy

In an early article, ITalbach and Holsinger? report errors of 1 part in 104 for the
frequency and 1 part in 3000 for the stored energy when calculating the fundamental
mode of a pill box cavity modeled with 1395 points. Accuracy was less for higher
modes.

Gluckstern, Ryne, and Holsinger® have shown that 1 part in 10* accuracy in
frequency is obtainable in a pill box cavity with equal length and radius using a
mesh as coarse as 15x15. For a spherical cavity they obtain 1 part in 10* using a
20x20 mesh. Gluckstern, Ryne, and Holsinger® and Gluckstern® have shown that
the convergence goes as N~ where N is the number of points in the mesh and have
developed a method for improving SUPERFISH results using a postprocessor.
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Several years ago we compared the results of SUPERFISH with the results of
URMEL on standard problems like the pill box and the spherical cavity. URMEL
gave frequencies of the higher modes which were consisiently 0.3 Lo 0.5 % lower
than those of SUPERFISH. We have not benchimarked the more recent version of
URMEL against SUPERFISH and therefore all we can say is that the user should
he cautious when using the frequencies of higher-order modes.

Another more annoying problem has to do with the values of power loss, @,
and shunt impedance. We find that different cavity codes use different definitions.
Also different versions of SIFO1 out in the user community use different definitions.
Some, including our current standard version, do not scale properly when the nor-
malization constant VSCALE is changed. Once again, the user should be cautious
until we can clarify this matter.



Chapter C.12
SUPERFISH Examples

C.12.1 Spherical Cavity

This exanple is a SUPERFISH run of a spherical cavity. The input file SPHI
is shown in Fig. C.12.1.1. A | appears in column one of the first card to denote a
SUPERFISH problem. The file is very simple. The calculation requires only half
the sphere and since the code assumes it is working with a figure of revolution about
the z-axis if ICYLIN = CON(19) = 1 (default for SUPERFISII problems), only the
upper half of the half sphere need he modeled.

1 1 spherical cavity

2 $reg nreg=1, dx=2., xmax=100., ymax=100., npoint=4 $§
3 $po x=0., y=0. $

4 $po x=0., y=100. $

5 $po nt=2. r=100., theta=0. §

6 $po x=0., y=0. §

Figure C.12.1.1: Input file for AUTOMESH.

AUTOMESH is run by typing the executable file name, automesh. Figure
C.12.1.2 shows the session at the termiinal. AUTOMESH asks for an input file
name; it is given sphi and executes quickly. Typing the LATTICE executible file
name lattice, results in the action shown in Fig. C.12.1.3. On asking, the code
is told that tape73 is the input file. Then LATTICE asks for CON’s; there are no
changes so the reply is “s”. The code then executes.

To run SUPERFISH the executable file name, £ish is typed (See Fig. C.12.1.4).
When it asks, the code is told to take input froms TTY and to use dump 0. The
only change necessary to tlie CON’s is an initial frequency value; CON(65) is set to
130.MHz. SUPERFISH finds the resonant [requency in three iterations.
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7 automesh
? type input file name

? sphi
region no. i
logical boundary segment end points
iseg kb 1b kd 1d ke le
i b 1 0 b 1 59
2 i B9 i 0 b1 i
3 51 b -1 0 o1 1
stop
automes ctss time .287 seconds
cpu= .102  sys= .020 i/o+memory= .1656
all done

Figure C.12.1.2: Log of interaction with AUTOMESH.

lattice

? type input file name

? tape73
beginning of lattice execution
dump 0 will be set up for supertfis
1 spherical cavity

?type input values for con(?)
L

elapsed time = 0.6 sec.
Oiteration converged

elapsed time = 1.4 sec.
generation completed

dump number O has been written on tape3db

stop )

lattice ctss time 1.618 seconds

cpu= 1.206 sys= .022 i/o+memory= .388
all done

Figure C.12.1.3: Log of interaction with LATTICE.
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fish

? type "tty" or input file name
? tty

? _zgpe input value for dump num
7?70

beginning of superfish execution from dump number O

prob. name = spherical cavity

? type input values for con(?)
? x65 130. s

elapsed time = 1.3 sec.
cycle hmin hmax residual
0 0.0000e+00 0.0000e+00 1.000e+00
k**2 = 7,4234e-04
freq = 1.3000e+02
solution time = 2.297 sec.

1 0.0000e+00 1.0525e+00 1.0006+00

kfix = 1 1fix = 59 deltal = 2.7168e-02 di(k**2)= 1.1284e-06
using slope = -1 formula with rix =1.000

del k**2 = 1.1284e-05 k»*2 = 7.53630-04 freq = 1.30980+02

solution time = 2.208 sec.

2 0.00000+00 1.1319e+00 . 1.000e+0Q0
kfix = 1 1fix = 59 deltal = -2.2771e-03 di(k**2)= -8.0543e-07

deltail(k**2) di(k#**2)
ist deriv. -2.6094e+03 -1.0714e+00
using two point secant formula
del kx**2 = -7.5177e-07 k**2 = 7.5288e-04 freq = 1.3092e+02
solution time = 2.419 sec.

3 0.00000+00 1.1261e+00 1.000e+00
kfix = 1 1fix = B9 deltal = -1.6309e-04 di(k#x2)= -5.8330e-08

deltai (k**2) di(k*»2)
ist deriv. -2.8121e+03 -9.9379e-01
2nd deriv. -9.6241e+06 3.6633e+03

using three point parabola formula
del k**2 = -5.8344e-08 k**2 = 7.5282e-04 freq = 1.3091s+02

solution converged in 3 iterations

dump number 1 has been written

Figure C.12.1.4: Log of interaction with SUPERFISH,
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To get information on the performance of the cavity we run SFO1, Fig. C.12.1.5,
SFOL1 is teld to take input from the T'TY and to use dump 1, which holds the
SUPERFISH solution. When asked, CON(50) is set to 1, indicating that power
and frequency shifts are desired on only one seginent. SFO1 asks for the number of
that segment and we give it “2”. This segment is the only one on the boundary of
the sphere. SFO1 asks if a summary is wanted at the terminal and prints it when
answered “go”. Some of the information printed doesn’t apply, for example, STEM
radius, but the user should have no problem separating the wheat from the chaff.

stot

Ttype "tty" or input file name

7ty
,?typo input value for num

begining of sfol execution from dump number i
prob. name = spherical cavity

7type input values for con(?)
? !pEO 1pr

Ttype i t values for iseg’s
7 EP npu 4

7type go for output summary at terminal
T g

superfish dtl output summary 10:13:53 84/09/26
problem name = spherical cavity

cavity length = 200.000 cm cavity diameter = 0.000 cm

d.t. gap = 0.000 cm stom radius = 1.000 cm
frequency (starting value = 130.000) - = 130.914 mhz
beta = 0.8734 proton energy = 9868.060 mev
normalization factor (e0=1 mv/m) ascele = 7398.1
stored energy (mesh problem only) = 3.7281 joules
pover dissipation (mesh problem only) =  23065.43 watts
t,tp,tpp,s,sp,spp = O0.168 0.160 =-0.03¢4 0.6850 ~0.068 0.042
q = 128012 shunt impedance = 41.74 mohm/m
product z#t#*2 ztt = 1.04 mohm/m
magnetic field on outer wall = 1962 amp/m
maximum electric field on boundary = 0.543 nv/m
iseg =zbe rbeg zend rend emax pover d-fr d-fre

(cm (cm) (cm) (cm) (mv/m) (w) (delz (delr

2 0.00010 0.00010 0.000 0.000 0.5430 2.40e+04 wall -0.0313 -0.1296
??type input value for num

Figure C.12.1.5: Log of interaction with SFO1.
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TEKPLOT can be used to display the field pattern. Fig. C.12.1.6 shows how
it’s done. We enter the executable file name TEKPLOT. The program asks for
NUM, ITR1, NPHI, INAP, NSWXY. The answer 1 0 76 s tells the code to set
NUM = 1 (use dump 1), ITR1 = 0 (no mesh drawn), NPHI = 75 (draw 75 lines).
The final “s” tells the code to use defaults for the remaining values. The code asks
for z and y limits on the region to be plotted and we answer “s"” to tell it to use the
internal values of XMIN, XMAX, YMIN and YMAX. A “go” when asked, causes
the program to produce Fig. C.12.1.7. TEKPLOT is terminated by hitting the
carriage return and entering -1 s when asked for a new value for NUM.

Additional information on the run can be found in the OUTAUT, OUTLAT,
OUTFIS, and OUTSFO files produced by the codes used.

tekplot )

?type input data- num, intri, nphi, inap, nwxy,
7?7 10758

input data

num= 1 itri= 0 nphi= 76 inap= 0 nswxy= 0

plotting prob. neme = spherical cavity

7type input data- xmin, xmax, ymin, ymax

? s

input data

xmin= 0.000 xmax= 100.000 ymin=0.0000 ymax = 100.000

7?7 type g0 or no

? go

Figure C.12.1.6: Log of interaction with TEKPLOT.



6 PART C CHAPTER 12 SECTION 1 December 23, 1986

Prob. name = spherical cavity freq = 130.914 7
Figure C.12.1.7: TEKPLOT output of electric field lines,
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C.12.2 Synchrotron Cavity with Dielectrics and
Ferrites

This example illustrates a SUPERFISH run of a cavily loaded with several dif-
ferent dielectric and ferrite materials.

Figure C.12.2.1 shows the input file, FULLCAV, for the problem. There are 13
regions. The first region defines the extreme boundaries and the remaining regions
define areas inside the extreme boundaries each of which has its own constant but
individual value of permeability ;2 and permittivity e. In.each region a material
number is set in the REG NAMELIST. Figure (*.12.2.2 shows the terminal output
resulting from the AUTOMESH run. The LATTICE run is shown in Fig. C.12.2.3.
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ONON P WN -

full size cavity

December 30, 1986

$reg mat=1,nreg=13,npoint=16,xmin=0. ,xmax=126.00,ymin=0. , ymax=25.00,

dx= .50,dy=1.00$
$po x=0.0,y=0.0%
$po x=116.88,y=0.0$%
$po x=116.88,y=8.0$
$po x=6.0,y=8.0%
#$po x=5.0,y=90.0%
$po x=96.64,y=9.0%
$po x=116.88,y=13.0%
$po x=116.88,y=25.0$
$po x=96.64,y=265.0%
$po x=96.64,y=14.0%
$po x=95.64,y=13.0%
8$po x=93.0,y=13.0%
$po x=86.0,y=17.5%
$po x=0,0,y=17.56%
$po x=0.0,y=0.,0%
$reg mat=2,npoint=6$
$po x=96.64,y=16.0%
$po x=96.64,y=25.08$
$po x=99.18,y=26.0%
$po x=99.18,y=16.0$
$po x=96.64,y=16.0%
$reg mat=2,npoint=5$
$po x=100.18,y=16.00$
$po x=100.18,y=25.0%$
$po x=102.72,y=26.0$
$po x=102.72,y=16.0$
$po x=100.18,y=16.0%
éreg mat=2,npoint=5%$
$po x=103.72,y=16.00%
$po x=103.72,y=25.08
$po x=106.26,y=26.0%
$po x=106.26,y=16.00%
$po x=103.72,y=16.00$
$reg mat=2,npoint=5$
$po x=107.26,y=16.00%
$po x=107.26,y=26.08
$po x=109.80,y=25.0$
$po x=109.80,y=16.008%
$po x=107.26,y=16.00$
$reg mat=2,npoint=6$
$po x=110.80,y=16.00$
$po x=110.80,y526.0%
$po x=113.34,y=25.08
$po x=113.34,y=16.00%

48
49
60O
b1
b2
b3
b4
6B
66
B7
68
69
60
61
62
63
64
656
66
67
68
69
70
71
72
73
T4
76
76

L

78
79
80
81
82
83
84
86
86
87
88
89
90

$po x=110.80,y=16.,00%
$reg mat=2,npoint=E6$
$po x=114.34,y=16.00%
$po x=114.34,y=25.00%$
$ro x=116.88,y=25.00%
$po x=116.88,y=16.00%
$po x=114.34,y=16.008
$reg mat=3,npoint=5$
$po x=06.64,y=14.0%
$po x=116.88,y=14.0%
$po x=116.88,y=14.75%
$po x=96.64,y=14.75%
$po x=96.64,y=14.0%
$reg mat=4,npoint=5$
$po x=99.18,y=16.%
$po x=100.18,y=16.%
$po x=100.18,y=26.8$
$po x=99.18,y=26.%
$po x=99.18,y=16.§
$reg mat=4,npoint=5%
$po x=102.72,y=16.%
$po x=103.72,y=16.$
$po x=103.72,y=26.$
$po x=102.72,y=26.%
$po x=102.72,y=16.%
$reg mat=4,npoint=5%
$po x=106.26,y=16.$
$po x=107.26,y=16.%
$po x=107.26,y=25.%
$po x=106.26,y=26.%
$po x=106.26,y=16.%
$reg mat=4,npoint=5$
$po x=108.80,y=16.%
$po x=110.80,y=16.%
$po x=110.80,y=25.%
$po x=109.80,y=25.%
$po x=109.80,y=16.%
$reg mat=4,npoint=6%
$po x=113.34,y=16.§
$po x=114.34,y=16.$
$po x=114.34,y=25.$
$po x=113.34,y=26.$
$po x=113.34,y=16.$

Figure C.12.2.1: Input file for AUTOMESH.
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automes) region no. 7
o i £ile name logiocal boundury segment end points
ype input
* fulleav iseg kb 1b kd 1ld ke lo
38 229 17 1 i 230 28
reogion no. 1 36 230 286 1 o 236 26
logical boundary segment snd points 37 235 26 o -1 23 17
iseg kb 1b kd 1d ke le 38 23 17 -1 o 238 17
1 b 1 1 0 235 1
2 236 1 0 1 23 9 region no. 8
3 236 -] -1 0 11 9 logical boundary segment end points
4 11 ] ° 1 i1 10 iseg kb 1b kd 1d ke ls
3 11 10 1 [+ 198 10 39 194 18 1 [+) 236 15
6 195 10 1 o 238 14 40 235 1B 0 i 235 18
7 25 14 0 1 236 28 41 2368 16 -1 0 186 18
8 225 28 -1 o 136 3J6 42 185 18 -1 -1 184 15
® 186 26 -1 -1 184 15 )
10 194 1§ -1 o 183 14 region no. 9
11 1893 14 -1 0 187 14 logicel boundery segment end points
12 187 14 -3 o 171 18 iseg kb 1b kd 1d ke le
13 1711 - -1 [ 1 19 43 199 17 1 o 201 17
14 1 ] e -1 1 1 44 201 17 1 1 202 28
45 202 28 -1 0 200 28
region no. 2 48 200 28 -1 -1 138 17
logical boundary segment snd pointa
imeg kb 1b kd 1d ke ls region ne. 10
165 184 17 1 1 186 26 logical boundery segment end points
16 185 26 1 0 200 26 iseg kb 1b kd 1d ke le
17 200 2¢ -1 -1 189 17 47 208 17 1 o 208 17
18 188 17 ~1 0 194 17 48 208 17 1 1 200 28
49 209 26 -1 o 207 286
region no, 3 BO 207 28 -1 -1 208 17
logicnl boundary segment end points
imeg kb 1b kd 1d ke le region no. 11
19 201 17 1 1 202 26 logicul boundery segment end peinta
20 202 28 1 (] 207 28 ineg kb 1b kd 14 ke l»
21 207 28 -1 -1 208 17 61 213 17 1 o 215 17
22 208 17 -1 G 201 17 52 216 17 1 1 218 28
E3 218 28 -1 o 214 286
region no. 4 54 214 28 -1 -1 213 17
logicnl boundary segment end points
iseg kb 1b kd 1d ke le region no. 12
232 208 17 1 1 208 28 logical boundary seguent end points
24 209 28 1 0 214 28 iseg kbt 1b k¢ 1d ke le
26 214 28 -1 -1 213 17 56 220 17 1 ¢ 222 17
28 213 17 ~1 0 208 1Y §8 222 17 1 1 223 26
5Y 223 28 -1 o 221 28
region mo. & 58 221 28 -1 -1 220 17
logical boundary segment end points
iweg kb 1b kd  1d ke le region no. 13
27 218 17 1 1 218 28 logical boundary segment end points
28 218 28 1 ¢ 22 28 iseg kb 1b kd 1ld ke le
28 221 26 -1 ~1 220 17 B8 227 17 1 o 228 17
30 220 17 -1 o 215 17 80 229 17 1 1 230 26
81 i 1 0 235 1 1
region no. 6 . stop
logicul boundary segment end points xasuto ctss time 1.838 seconds
ineg kb 1b kd 1d ke le cpu= .T3E sya= ,033 i/octmamory= . 868
31 223 17 1 1 223 20
32 223 28 1 o 228 28 all dona
33 2289 20 -t -1 227 17
3q 227 17 -1 ¢ 222 17

Figure C.12.2.2: Log of interaction with AUTOMESII.
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lattice

7type input file name
7 tape73

beginning of lattice execution
dump 0 will be set up for superfis
1 full size cavity

?7type input values for con(?)
?

Y8

elapsed time = 1.9 sec
0 iteration converged

elapsed time = 2.2 sec
generation completed

dump number 0 has been written on tape3b.

stop

lattice ctss time 2.417 seconds

cpu= 1.8956 sys= .031  i/o+memory= .491
all done

Figure C.12.2.3: Log of interaction with LATTICE.
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No CON’s are changed since the only changes needed can he postponed until
the SUPERFISH run. Figure C.12.2.4 shows the right end of the cavity where all
the regions with different p and € are situated. This figure was obtained by using
TEKPLOT and setting XMIN to 95. and XMAX to 125. so that only part of the
region would be plotied. The full cavily is shown in Fig. C.12.2.5.

prob. name = fulsz cy o freq = §7.799 7

Figure C.12.2.4: TEKPLOT output {or right end of cavity.

Figure C.12.2.6 shows the result of ruuning SUPERFISH. As usual, we answer
tty for the input and 0 for the dump number. For the CON changes we input
*18 3 *65 B7.77 8. The change in CON(18) tells the program there are to bhe
3 sets of relative ¢ and relative p values to be input. CON(65) is, of course, the
starting frequency. Because CON (18) was set to 3, the program asks for MATER,
EPSILON, MU three times. Each time the reply consists of the material number,
the relative dielectric constant . and the relative permeability «,,. After the third
line, the code runs the problem. Using TEKPLOT, we can look at the field pattern
in the cavity. Figure C.12.2.7 shows a blowup of the right end of the cavity and
C.12.2.8 shows the whole cavity.
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prob. name = fulsz cy fraq = B7.799 7

Figure C.12.2.5: TEKPLOT output for full length of cavity.
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fish
7type "tty" or input filename
? sty

?type input value for dump num
0

beginning of superfish execution from dump number 0
prob. name = full size cavity

7type input values for con(?)
7 #18 3 #6656 B7.77 8

7type input for mater, epsilon, mu
? 2 14.5 1.5

?type input for mater, epsilon, mu
? 3 10.01.0

?type input for mater, epsilon, mu
?7 4 10.01.0

elapsed time = 3.7 sec.
hmin

cycle hmax residual
0 0.0000e+00 0.0000e+00 1.0000e+00
k**2 = 1.4660e-04
freq = 5.7770e+01
solution time = 9.312 sec.
1 0.0000e+00 2.2981e+00 1.0000e+00

kfix =235 1fix = 26 deltal = 1.5310e-03 di(k*#*)= 1.4885e-07

using slope = -1 ibrmui; with rix =1.0000
del k##2 = 1.4886e-07 k#*2 = 1.4676e-04 freq = b5.7799e+01
solution time = ©.87€ sec.

1 0.0000e+00 2,3089e+00 1.0000e+00
kfix =236 1fix = 26 deltal = -7.0304e-068 d1(k**)2= -6.7742e-10

deltal(k+*2) di(k#*2)
18t deriv. -1.0332e+04 -1.0045e+00
using two point secant formula
del k#**2 = -6.7417e-10 k##*2 = 1.467e-04 freq = b5.7799e+01

solution converged in 2 iterations
dump number 1 has been written.

?7type input value for dump num
7

Figure C.12.2.6: Log of interaction with SUPERFISH.

13
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\
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prob. name = fulsz cy freq = 57.790 ?

Figure C.12.2.7: TEKPLOT output for field in right end of cavity.

i
i

yosams

U

prob. name = fulsz cy freq = 57.790 7

Figure C.12.2.8: TEKPLOT output of field in full cavity.

Figure C.12.2.9 shows the terminal output resulting from running SFO1. We
tell the program to get input from “tty” and SUPERFISH output data from dump
1. CON(50) is set to 10 to get power and frequency shifts on 10 segments in the
problem. The program requests the numbers of the segments and is given 10 seg-
meni numbers. The program then executes.

More information on the results of running the various codes can be found on
the output files OUTAUT for AUTOMESH, OUTLAT for LATTICE, OUTFIS for
SUPERFISH and OUTSFO for SFOLI.
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sfol
7type ''tty" or
? tty

PART C CHAPTER 12

input file name

?t?E; input value for dump num

7 1

?beginning of superfisch execution from dump number 1

7prob. name =

full size cavity

?type input value for con(?)

? x50 10 s

7type input value for iseg's
7 3,4,5,6,7,8,9,10,11,12,13

1

superfish output summary 10:23:39 84/09/24

problem name =

cavity length =

frequency (starting value= 57.770)

beta= 0.4507

normalize factor (e0=1.0 mv/m) ascale

stored energy

stored energy

pover dissipation (for problem geometry)

power dissipation (full cavity)

t,tp,tpp,s,sp,spp

233.760 cm, diameter

SECTION 2

50.000 cm

57.799 mhz

proton energy = 112.792 mev

(for problem geometry)

81167.6

38.7417 joules

(full cavity) = 77.4834 joules

0.984 0.0056 0.001 0.137

1353630.48 watts

2707260.95 watts

15

0.021 0.000

qQ= 10393 shunt impedance = 0.863 mohm/m
product =*txx2 *tt = 0.837 mohm/m
magnetic field on outer wall = 21645 amp/m
maximum electric field on boundary = 654,844 mv/m

Figure C.12.2.9: Log of interaction with SFOL.
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C.12.3 Electron Linac Cavity

This example calculates the resonant frequency and other properties of a cavity
proposed for an electron linac. Figure C.12.3.1 shows the AUTOMESH input file
named ECELL. In this problem, the units are inches so the variable CONV is set
to 2.54, the number of centimeters per inch, in the REG NAMELIST. The height
of the mesh triangles is approximately doubled at 1.75 inches by setting YREG1 =
1.75. The eleven PO NAMELIST cards give the successive endpoints of the bound-
ary segments.

1 1 electron linac cell
2 $reg nreE 1,dx=.035,xmax=2.3,ymax=3.35,npoint=11,
3 conv=2.64 yregi =1.75 $
4 $po x=0. y-o

5 $po x=0. 0, y=3. 2384 $
6 $po x=.4967, y=3.2365 §

7 $po nt=2, xO' 375,y0-1.6542,x=1.675,y=-0.1937 §
8 $po nt=2,x0=1. 8,y0 =1.35605, x-O 128,y=-0.2147 $
9 $po x=1. 006 ,y=0.6 8§ v
10 $po nt=2,x0=1.006,y0=.55,r=.05,theta=270. $

11 $po x=2.269, y=0.5$

12 $po x=2.269, y=0.0 $

13 $po x=1.008, y=0.0 §

14 8po x=0.0, y=0.0 $

Figure C.12.3.1: Input file for AUTOMESH.

The next step in solving the problem is to run AUTOMESH. We type automesh,
the name of the AUTOMESH executable file. The code asks for the input file name
and is given ecell. AUTOMESH runs producing IFig. C.12.3.2 al the terminal.

automesh

?type input file name
ecell

region no. 1
logical boundary segment end points
kb

ise§ kd ke le
1 1 0 1 1 69

2 1 69 0 1 1 84
3 1 84 1 0 16 84
4 16 84 1 0 60 69
5 60 69 0 -1 60 46
6 60 46 0 -1 656 39
7 66 39 0 -1 30 21
8 30 21 -1 0 30 i8
9 30 18 1 0 66 17
10 66 17 0 -1 66 1
11 66 1 -1 0 30 1
12 30 1 -1 0 b 1

stop

automesh ctss time .365 seconds

cpu= 172 sys= .023 i/o+memory= .169

all done

Figure C.12.3.2: Log of interaction with AUTOMESH.
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To finish setting up the mesh, we run LATTICE. Figure C.12.3.3 shows the
LATTICE execution listing,.
lattice

?type input file name
tape73

beginning of lattice execution
dump 0 will be set up for superfis
1 electron linac cell

7type input values for con(?)
?7 8

elapsed time = 0.8 sec.
Oiteration converged

elapsed time = 2.3 sec.
generation completed

dump number 0 has been written on tape3b
stop

lattice ctss time 2.597 seconds
cpu= 2.160 8ys= .028  i/otmemory= .419
all done

Figure C.12.3.3: Log of interaction with LATTICE.

When asked, the code is told that the input is from TAPE73. When it asks for
new values for the CON’s, no changes are necessary so the code is told to proceed by
typing an “s” followed by a carriage return. LATTICE execules with no problems.

We decide to look at the inesh to make sure we have set up the proper problem.
We type the TEKPLOT executable file name tekplot (See Fig. C.12.3.4). The
code asks for input data and we reply that we want dump NUM = 0 and to show
the mesh (ITR1 = 1). The line is terminated by an “s” to tell the code to use the
default values for the remaining input. The code then sliows the values it is going
to use and asks for the z — y limits on the plotting area. The reply “s” tells the

tekplot
?type input data- num, itri, nphi, inap, nswxy,
? 018 :
input data
num= 0 itri= 1 nphi= 0 inap= 0 nswxy= 0
plotting prob. name = electron linac cell

??type input data- xmin, xmax, ymin, ymax,
¢ 8

input data
xmin=  0.0000 xmax= 2.269 ymin= 0.0000 ymax= 3.238

?type go or no

7 go

Figure C.12.3.4: Log of interaction with TEKPLOT for mesh.
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code to use the minimum and maximnm values in the mesh. The code prints these
values and asks if it should proceed. We reply “go;” the code blanks the screen and
produces Fig. C.12.3.5. To end TEKPLOT hit the carriage return and type -1 s.

A
A A A, X
X X XX
A AAAAA AAXRXXX
Y YYYYYVY YYYYVAAAAANS
YYYWWA VWAWYWY ¥ VYW ARAAAA AR AN AL
% S KRR
3% X O
e 30
BR °s’ K
: 3% 3 ;
s = . o ; :
2 % :
X : :
s 00 X
oy
X
o :
:%:
e
:
ok : e
; o : 5
: KR
SRS
o
prob. name = electron linac cell freq = 0.000

Figure C.12.3.5: TEKPLOT output showing mesh.
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To proceed with the solulion, we type fish (See Fig. C.12.3.8), which is the
execulable file name of SUPERFISH. The program asks for “tly” or the name of
an input file and is told tty. The designation “tty” is short for “teletype”, which
nmeans typing input from the terminal.

fish

7type "tty" or input file name
7 tty

7type input value for dump num
T
begimning of superfish execution from dump number 0

prob. name = electron linac cell

?7type input values for con(?)
7 *65 1240. s

elapsed time = 1.7 Bac.
cycle hmin hmax residual
0 0.0000e+00 0.0000e+00 1,000e+00

k**2
freq

6.75400-02
1.24000+03

nu

solution time = 3.804 sec.

1 0.0000e+00 1.3929e+00 1.000e+00
kfix = 60 1fix = 59 deltal = 1.09066e~-03 di(k**2)= 9.6243e-06

using slope = -1 formula with rlx = 1.000

del k**2 = 9.6243e-05 k*%2 = 6.7636e-02 freq = 1.2409e+03
solution time = 3.623 sec.
2 0.0000e+00  1.39730+00 1.000e+00

kfix = 60 1fix = 59 deltal = ~-4.1411e-068 di(k**2)= -3.6272e-07

deltal (k«+2) di(k**2)

1st deriv. -1.1375e+01 -1.0038e+00

using two point secant formula

del k**2 = -3.6136e-07 k*#»2 = 6.7638e-02 freq = 1.2409e+03

solution converged in 2 iterations

elapsed time = 9.4 sec.

dump number 1 has been written.
7type input value for dump num

7

Figure C.12.3.6: Log of interaction with SUPERFISH.

It asks for the dump number and is told 0. The next request is for CON-
changes and we type *65 1240. s to tell it to start its iteration at 1240 MHa.

The program requires two iterations to find the resonant frequency at 1240.9 MHz.
We exit SUPERFISII by typing -1 s.
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To use dump 1 to determine properties of the cavity we type sfol. SFO1 asks
for either “tty” or an iuput file name. Given “tty,” the program asks for a dump
nmunber; we enter 1. When the program asks for CON’s we change CON(50) to 9
and indicate this is all by typing a s.

CON(50) is the munber of boundary segiments (See iseg in Fig. C.12.3.2) on
which we want power and [requency shifts calculated. SFO! prints a suminary of the
results at the terminal when we answer its question with a “ge” (See Fig. C.12.3.7).
More details of the results can be found in QU I'SFO.



December 30, 1986

8fol
7type "tty" or inpuit file name
7 Tty

7type input value for num
7?1

beginning of sfol execution from dump number 1

prob. name = electron linac cell

?type input values for con(?)
? #6509 s

?type input values for iseg’s
? 23456789 10

?type go for output summary at terminal
?
? go

84/09/25

superfish dtl output summary 10:03:09
problem name = electron linac cell
cavity length = 11.527 cm cavity diameter

d.t. gap = 10.414 cm stem radius

frequency (starting value =1240.000)
beta = 0.4771

stored energy (mesh problem only)
povwer dissipation (mesh problem only)

t,tp,tpp,s,sp,spp = 0.583 0.109 0.004
q = 17080

magnetic field on outer wall
maximum electric field on boundary

shunt impedance
product z%te«2 2tt

prot on enetgy
normalization factor (e0=1 mv/m) ascale

wall
wall
wall
wall
wall
wall
wall
wall

iseg =zbeg rbeg 2zend rend emax power
(em) (em) (em) (em)  (mv/m) (C))
2 0.000 4.445 0.000 8.226 0,.7396 2.30e+02
3 0.000 B.226 1.262 8.219 0.0158 7.82e+01
4 1.262 8.219 5.206 4.445 0.2704 3.6B8e+02
5 5.206 4.445 5.207 3.456 0.3011 6.77e+01
6 5.207 3.456 4.897 2.885 0.3682 5.16e+01
7 4.897 2.885 2.555 1.524 3.6447 1.52e+02
8 2.555 1.52¢4¢ 2.855 1.270 7.1569 2.81e+00
9 2.655 1.270 5.763 1.270 2.3364 2.38e-01
10 5.763 1.270 5.763 0.000 0.0107 9.38e-06

7?type input value for num

‘——-input data error--- illegal character
retype line

—1is

stop

sfol ctss time .786 seconds
cpu= .209  sys= .037 i/o+memory=
all done

wall

.b40
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0.000
1.000
1240.880
129.335
85556.7
0.0021
950.41
0.045
60.64
20.60
1623
7.166
d-freq
(delz)
-6.7080
~0.0155
-9.1618
-2.4970
-1.6527
3.60956
12.1550
0.0000
0.0000

SECTION 3

cm
<m

mev

joules
vatts
0.022
mohm/m
mohm/m
amp/m
mv/m
d-freq
(delr)
0.0000
-3.2060
-9.7270
-0.1441
-0.9099
6.21156
0.0000
0.9841
0.0000

Figure C.12.3.7: Output of SFO1 for electron linac problem.
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TEKPLOT can be used to look at the field pattern in the cavity. This time
dump 1 is used and NPHI is set to 75. The results are shown in Figs. C.12.3.8 and
C.12.3.9.

tokplot
?type input data- num, itri, nphi, inap, nswxy,
? 1077 s

input data

num= 1 itri= 0 nphi= 75 inap= O nswxy= 0

plotting prob. name = electron linac cell

7type input data- xmin, xmax, ymin, ymax,
B

input data
xmin= 0.000 xmax= 2.269 ymin= 0.000 ymax= 3.238

?type go or no

? go , ;
IMigure C.12.3.8: Log of interaction with TEKPLOT.

prob. name = electron linac cell freq = 1240.880 ?

Figure C.12.3.9: TEKPLOT output for field distribution.




Chapter C.13
APPENDICES

C.13.1 RF Cavity Theory

This section summarizes the theory behind SUPERFISH. The problem is to find
the electromagnetic resonance frequencies and evaluate the field components in a
cavily surrounded by perfectly conducting walls. As witlh POISSON, there are two
geomelries that can he handled: three-dimensional with cylindrical symmetry and
two-dimensional cartesian symmetry. The theory will be presented for cylindrical
synuneiry; at the end we will indicate the modifications for cartesian coordinates.

Although there are no real currents or charges in the cavity, we are going to
introduce a fictitious magnetic current density K, and magnetic charge density o
which will “drive” the fields in the cavity. At resonance, the amount of current
needed to drive tlie cavity sliould approach zero. Something like this is used to
determine the resonance frequency in the iteration scheme.

We shall assume that the medium in the cavity is lilomogeneous, isotropic, non-
conducting, with piecewise constant permittivity and permeability so that

D = ¢E, (C.13.1.1)

B = uH. (C.13.1.2)
With cylindrical symmetry E, H, K, and ¢ must be independent of 6.

Maxwell’s equations can be written in two sets, which are

B .
] OFs o _ k. (C.13.1.3)

8
v —| =K. - —
[ x B+ 5t K. or Y +p En
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[V x E + ‘Z—f’] =K, or %a(;f") + uag‘ = K,, (C.13.1.4)

[V x H — %—lt) = 0 or a;i' - a;:‘ - ea£° =0, (C.13.1.5)

V-B=o¢ or %a(;f') + a;i‘ = %, (C.13.1.6)

and

[V x H — %Itz =0 or — %I—iﬂ - 68;;" =0, (C.13.1.7)
[VxH-%) =0 or -11:6(;?") —ea::‘ =0, (C.13.1.8)
[v x B+ —] =Ky or a;i, —~ ai‘ +uag" = Ko, (C.13.1.9)

V:D=0 or %a(;f,) + 6612, =0. (C.13.1.10)

Note that the first four equations involve the field components (H,, Eq, H,),
while the last four are nearly identical but involve ( E,, Hg, E.). This corresponds
to a separation into transverse electric (TE) modes for which Fy # 0 and transverse
magnetic (TM) modes for which Hy # 0. It is usually the TM modes of the cavity
that are of interest to accelerator designers, because they have E, # 0 on the cylin-
drical axis.

Equations (C.13.1.3) through (C.13.1.5) can be combined to give a second-order
partial differential equation for Ey alone. Differentiate Eq. (C.13.1.3) by z; differen-
tiate Eq. (C.13.1.4) by r; subtract the two results; and make use of Eq. (C.13.1.5)
to eliminate the combination (8H,/8z — 8H,/dr).

The result is

8 (E) 62E9 &E, _ (0K, 0K,
~ or e tHEn 5z  or

Similarly we can obtain an equation for Hy by using Egs. (C.13.1.7) through
(C.13.1.9); the result is

) =[VxK],. (C.13.1.11)

32H9 8%*H, 0K,
+ pe 5 — g (C.13.1.12)

- 5’,— ‘—(THo)]

We are interested in solutions that are periodic in time. Let us arbitrarily as-
sume that
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K(r,z,t) = K(r, z) sinwt. (C.13.1.13)
It then must follow from Egs. (C.13.1.11) and (C.13.1.12) that we can write
Ey(r, 2,t) = Eg(r, z)sinwt, (C.13.1.14)

and

Hg(r,2,t) = \/Eﬁg(r, 2) cos wt. (C.13.1.15)
This definition of Hg makes Eg and Hg have the same dimensions. As a result,
the same coding can be used for both the TE and TM modes in SUPERFISH.

When these assumptions are put into Eqs.(C.13.1.11) and (C.13.1.12), the re-
sults are

1 — —
VzEg — ;—iEg +k*Eg = — [V prd K]O’ (C.13.1.16)
Vzﬁa - .,.—12—}-1—8 + kgﬁa = —Ew_j?g = —\/f:k‘ﬁg, (C.13.1.17)
where
k= uew (C.13.1.18)
is called the eigenvalue and
af o*f
2 —— - —_— \)
Vif = 3r ( Br) + 522 (C.13.1.19)

is the two-dimensional Laplacian in cyliudrical coordinates. Given Ey and Hy from
these equations, one can use Eqgs. (C.13.1.3) through (C.13.1.8) to find H,, H,, E,,
and E,. The integration over time is trivial. The constants of integration just de-
termine the initial phase of the fields at ¢ = 0 and can be set equal to zero for our
purposes. The results are

H, = —\/-E% (aiz" +K) coswt, (C.13.1.20)
H, = \F% %% (TEa) f:] coswt, (C.13.1.21)
E. = —\/;5:% aZa sinwt, (C.13.1.22)

E, = 5-’1; [ %(rn,)] sinwt. (C.13.1.23)
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It is easily seen that Eq. (C.13.1.10) is identically satisfied and that Eq. (C.13.1.6)
is satisfied if
o (r, z,t)
e
This is just the equation of continuity for magnetic current with the magnetic charge
given by

V. .Ksinwt = — (C.13.1.24)

o(r,z,1) = @(r, z) cos wt. (C.13.1.25)

Note that in the TM mode, the electric field lines are parallel to the lines of con-
stant rHy, which can be seen as follows. A field line is a curve r(z) whose tangent
is proportional to the ratio of the electric field components, tlhius

dr Er ~8Hg

== _‘T"—"i(ar—ﬁﬁ | (C.13.1.26)
- z r 8r

This implies that

18 OHy
~ 5, (tHe)dr + ——dz =0, (C.13.1.27)

or, multiplying through by r,
V (rHp) - dr =0, (C.13.1.28)

whicli implies that rHg is a constant along an electric field line. This result is used

in TEKPLOT.

It is lelpful in understanding the IMalbach and Holsinger paper? to apply the
Poynting theorem!® to the cavity fields. Poynting’s theorem in this case can be
written as

fE x H-da + gf f % [eE2 + uH2] dv = /H - Kdv, (C.13.1.29)
where the first term on the left is interpreted as the flow of energy out across the
cavity surface a, enclosing the volume v. The second term on the left is the change
in energy of electromagnetic fields in the enclosed volume. The term on the right is
the rate of work being done on the field by the magnetic current. Let us introduce
the time-dependence and carry out the time derivative. Since the cavity is closed,
the surface integral must vanish. The result is

f\/gﬁ.ﬁzwff(ﬁz—}fz) dv, (C.13.1.30)

E'=E +E,+E., (C.13.1.31)

where
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and similarly for H*. This is the generalized version of Eq. (8) in Ref. 2 for cavities
containing dielectrics or permeable material. This differs from the result of Ref. 2
in that it is no longer possible to take k out of the integral because ¢ and y need
not he constant; only w can come out of the integral.

Equation (C.13.1.30) gives us an w-dependent quantity proportional to the ficti-
tious magnetic current that can he used to determine wlien resonance occurs. The
program uses the normalized quantity

D () =w [H-Kdv/ [ H'dv = R(w?) - u? (C.13.1.32)
From E¢.(C.13.1.30), it is easily seen that
R (wz) = wzfeﬁzd-v/fe_ﬁzdv. (C.13.1.33)

Resonance occurs at a value of w for which D{w?) = 0, which implies that no
magnetic current is required to maintain fields in the cavity. 1t also means {hat
R(w?) = w?, which implies that the energy stored in the electric field is equal to the
energy in the magnetic field.

It turns out that this criterion is not sufficient to deterimine the resonances. It
is also necessary that dD(w?)/dw? = —1. Between each true root of D(w?) there is
a false root where the slope is + 1. This can he seen as follows. Let the derivative
with respect to w? be denoted by a prime,

df

_In vector form, after the time dependence has been removed, Maxwell’s equa-
tions become

V xE - Jep wH = K, (C.13.1.35)
V x H - \/eu wE = 0. (C.13.1.36)
This implies that
VxE - \/e_u(z%+wrf) =K, (C.13.1.37)
— E — ,
VxH — eu (E + wE) =0. (C.13.1.38)

If now we calculate

V(ExH -E xH) =H.VxE-E.-VxH-H VxE+E.VxH, (C.13.1.39)
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one finds that

V. (ExH-ExH)=H.K-HK-Y2(F+T). (C1314)
If now we integrate over the volume of the cavity and note that

/v- (ExH - E x H) du:f(ﬁxﬁ’—ﬁ’ x H) - da (C.13.1.41)
can be made to vanish with the proper houndary conditions, then

/\[ (H-K-H -K)dv=- / (B* + H") dv. (C.13.1.42)

If we let the fictitious current K vary with w? in such a way that H’ is not
changed as we approach resonance, then I{ = 0 and we get the formula

€ = - 1 —2 =2 .
/\/E H-Kdv= ——Z/e (E +H ) dv. (C.13.1.43)
With the same assumption, take the derivative of D(w?) in Eq. (C.13.1.32); the

result is

D' (w) = —D+w/[H Kdv//eH dv, o 7 (C.13.1.44)

or

D' (w) = —D - —/ (B + W) dv//eH dv. (C.13.1.45)
At resonance, D = 0 and the clectric energy equals the magnetic energy so that

D' (w,e,) = ~1. (C.13.1.46)

The program uses the fact that D’ < 0 to improve convergence and to discrimi-
nate between real and false resonances.

Suppose w; and w, are two adjacent resonant frequencies. At these frequencies,
D = 0 and D' = —1. This is illustrated in Fig. C.13.1.1. If D is a continuous
function, somewhere between w; and w; there must be a place where D = 0 but
D' > 0, which is the false resonance root.

The modifications to the above theory for application to waveguides and cross
sections of a Radio-Frequency Quadrupole (RFQ) are straightforward. All that must
be done is to replace the Laplacian given in cylindrical coordinates by the Laplacian
given in cartesian coordinates. Figure C.13.1.2 shows a waveguide of arbitrary but
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D(w?)

Cemar”

Figure C.13.1.1: Demonstration that D(w?) must have false zero.

uniform cross section. The directions of the coordinate axes are indicated on the

figure.

N ”\\/y

X

Figure C.13.1.2: The coordinate system for a waveguide with arbitrary hut uniform
cross section.

The only waveguide modes that can be calculated by SUPERFISH are the TE
and TM cutoff modes, namely, those modes that have zero propagation vector along
the z-axis. Fortunalely these are the modes of interest in the design of an RFQ. Let
us repeat the derivation given at the beginning of the section with a slight variation.
Once again, we start with Maxwell’s equations



8 PART C CHAPTER 13 SECTION 1 December 30, 1986
VxH—Z—]t):O, V.D =0, (C.13.1.47)
VxE+%§=K, V-B=o. (C.13.1.48)

To see more clearly what Holsinger and Halbach have done in the code, we write
the material relations in the following form

1 € 1 € €
D = ¢E. , (C.13.1.50)

The field F has the same physical dimensions as those of tlie electric field E. In
terms of E and F, Maxwell’s equations take the form

o
vxF- 2% _o V.E=0, (C.13.1.51)
C
18F
VXE-{-—-BT:K, V.F = co. (013.152)
C

In the usual fashion, we can derive the wave equation for F by taking the curl of
first equation and substituting for the curl of E from the third equation. This leads
to the following sequence of equations

VxVxF-— %gt—(K - %%t]i) =0, (C.13.1.53)
V(V-F)-V°F - %%Itg+ j—z?;—tfi:o, (C.13.1.54)
V(co) — V2F - %% + ii—f‘ =0, (C.13.1.55)

V2F — _61;%2_;‘_ = V(co) — %%( =T. (C.13.1.56)

By taking the curl of the third equation and substituting for the curl of F from the
first equation, one can derive a wave equation for the eleciric field E, which takes
the form

1 8’E

2 _ — 1
V*E — ;W =-VxK=-8. ((1.13.1.57)

. B e e SN
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A trial solution for the TE propagating wave mode in cartesian coordinates takes
the form

Fy(z,y,2,t) = F,(z,y) cos(k.z — wt). (C.13.1.58)

When this is substituted into the z-component of the wave equation, one obtains
the equalion

&#F, &F, ,o*  ,—
5z T By + (5 = kT cos(k.z — wt) = Tx(z,y, 2,t). (C.13.1.59)

The z- and t- dependence can be removed from this equation by assuming the
fictitious driving magnelic current and charge take the following form

K.(x,y,2,t) = K.(z,y)sin(k.z — wt), (C.13.1.60)

o(z,y, z,t) = d(x,y) sin(k,z — wt). (C.13.1.61)
The final equation for F, is

&°F, 4 &°F,
a2 dy?

2
+ (“’—, _ kf) F.=ck7+ °K.. (C.13.1.62)

It can be shown that, if we assume the: following relations for E,, I, and I,

E.(z,y,z,t) = E.(x,y) cos(k.z — wt), (C.13.1.63)
K.(z,y,2,t) = Ko(z,y) cos(k,z — wt), (C.13.1.64)
K (z,y,2,t) = K,(z,y) cos(k.z — wt), (C.13.1.65)

then the wave equation for E; reduces to

&*E, O&*E, (w?  ,\= oK, OK.
= — —K|E, = (-5 C.13.1.6
502 o7 + (c2 k,) E, 52 ay) | (C.13.1.66)

One can get a self-consistent set of equations hy assuming further the following
relations

E.(z,y,2,t) = E-(z,y)sin(k.z — wt), (C.13.1.67)

E,(z,y,2,t) = Ey(z,y)sin(k,z — wt), (C.13.1.68)
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F.(z,y,2,t) = Fo(z,y)sin(k.z — wt), (C.13.1.69)
F,(z,y,2,t) = Fy(z,y)sin(k,z — wt). (C.13.1.70)

When these relations are put into the first and third Maxwell equations, the result
is

— Cc BE, _ 7
= =(5, ~ kB - Ka), (C.13.1.71)
— OF, = ==
F, = _5 ( ai —k.E. — n,,) , (C.13.1.72)
— c {8F, —
Bo=—— ( S k,Fy) , (C.13.1.73)
J— c 37, 7 ]
= ( - k,F,) : (C.13.1.74)

Since the quantities F, Fy, E., and E, occur on both sides of the above four equa-
tions, one can further simplify the equations by proper substitutions. The final
result is

6;?,‘ + a;ﬁ, + (k2 —K)E, = _(3;_‘;" - 3;2"), (C.13.1.75)
a;f:, + 6;;’ + (ki — K2)F, = ck,@ + koI, (C.13.1.76)
F.= %(‘?y‘ _ %ai‘), (C.13.1.77)

F,= —%(ai‘ - %631_:‘), (C.13.1.78)

E, = —7’:% aaﬁy‘ %% + K,), (C.13.1.79)

E, = %(ZI:‘ - %afy‘ - K.), (C.13.1.80)

where the quantities k and ko are defined by the relations

k= k2 — k2, (C.13.1.81)
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. ko = 2. (C.13.1.82)
[

These equations cannot be further separated unless we assume that we are dealing
with the cutoff mode for which the wavevector k, is zero. Under these circumstances,
the equatipns above break into two sets. The first set involves the field components
F,, E., and E,,. This is the TE mode. The second set of equations involves the
field components E_, F, and ?5,,, which corresponds to the TM mode. There is
no need to be concerned ahout the magnetic current and charge densities in these
equations, because they will vaunish at resonance.

The theory for finding the resonant modes in cartesian coordinates follows very
closely the theory presented above in eylindrical coordinates.
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C.13.2 Auxiliary Properties of RF-Cavities

The formulas used in SFO1 to calculate auxiliary properties have been displayed
in Sec.C.1.2. These formulas are to some extent based on long-established conven-
tions. Some of them were derived using assumptions appropiate only to proton,
drift-tube linacs and should not be assumed to apply to electron linacs or to RFQ
proton linacs. The derivation of some of these formulas is not readily available in
the accelerator literature.

The intention of this section is to give the derivations and point out the assump-
tions inherent in the formulas. The expert user will probably find nothing new here,
but the novice may profit from this discussion.

(This section is presently in rough draft stage and will be sent to persons on the
mailing list for the Los Alamos Accelerator Code Group when it is finished.)



December 30, 1986 PART C CHAPTER 13 SECTION 3 15

C.13.3 Boundaries and Meshes

This section has not heen written. It will closely parallel Sec. B.13.5, which is
in rough draft stage. The intention of this section is to give the user some guidance
on choosing proper boundary conditions for SUPERFISH problems. This is not
a trivial problem because the boundary conditions allowed by the code are only
approximate for some geometries.

The subsection on “meshes” will describe the numbering of mesh points on the
logical mesh and describe ordering used in the code {or setting up the equations
to be solved. 1t will also describe the “virtual” mesh points beyond the physical
boundary of the problem.
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C.13.4 Numerical Methods

This section is only partially written. Persons who have received this manual
directly from the Los Alamos Accelerator Code Group will receive the completed
section when it is finished. The numerical methods have heen partially described in
Chapter C.1, and in Sec. C.13.1. The fundamental paper describing the methods
was written by Holsinger.? For the convenience of the reader, it has been reproduced
liere and must serve as a substitute until a more complete description is available.
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The difference equations for axisymmetric ficlds are formulated in an irregular triangular mesh, and solved with a direct,
noniterative method. This allows evaluation of resonance [requencies, fields, and secondary quantities in extreme
geometries, and for the fundamental as well as higher modes. Finding and evaluating one mode for a 2000 point problem

takes of the order of 10 sec on the CDC 7600,

1 INTRODUCTION

Over the last 10 to 15 years, a number of computer
programs have been developed that find the
electromagnetic resonance frequency and evaluate
the axisymmetric fields in rf cavities with axi-
symmetric symmetry. The codes that allow this

analysis to be made in an essentially arbitrary.

axisymmetric geometry (see for instance Refs. 1-3)
have the following in common: For some geo-
metries, like cavities that have a large diameter
compared to their length, and/or for modes
higher than the fundamental mode, the convergence
rate can be extremely small, or convergence may
not be achieved at all. Stated very briefly, the
reason for these problems is the fact that in all these
codes, an overrelaxation method is used to solve
a set of homogeneous linear field equations. The
properties of these equations are such that some
well developed methods for overrelaxation-factor
optimization are not applicable, and it might well
be true that the eigenvalues of the matrices for some
problems are located in such a way that even an
optimized overrelaxation scheme would still result
in unacceptably low convergence rates.

To eliminate these problems, we developed the
code SUPERFISH that uses a direct, noniterative
method to solve a set of inhomogeneous field
equations. This code is a combination of some parts
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of the code RFISH,* some new ideas, and the
direct solution method used by Iselin in his magnet
code FATIMA.? In order to give a good overall
understanding of SUPERFISH in a limited space,
we do not present all detailed formulas, but do
include the description of all parts that are con-
ceptually significant, even at the expense of
reformulating and/or condensing parts of the cited
literature.

In Sections 2 and 3 we discuss separately the
structure of the difference equations, and the direct,
noniterative method used to solve a set of in-
homogeneous linear equations. In Section 4 the
basic structure of SUPERFISH is described, and
the remaining sections give some details of the
theory and of the program as it exists today, and an
outline of contemplated future developments.

2 STRUCTURE OF THE DIFFERENCE
EQUATIONS IN AN IRREGULAR
TRIANGULAR MESH

Inspection of Maxwell’s equations shows that for
dE/0¢ = 0, CH/d¢p = 0, i.e, axisymmetric fields,
two independent sets of solutions can exist: one
having as only nonzero field components E,,
H_, H,; the other, H,, E,, E,. These two solutions
are, for equivalent boundary conditions, identical;
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we therefore talk only about the latter set.
Assuming, without loss of generality, that the
magnetic field is proportional to cos wt, and the
electric field is proportional to sin wt, and using
suitable units, Maxwell's equations can be written
as

curl H = kE, (1a)

curl E = kH, {1b)

with k = w/c,and H and E representing the electric
and magnetic fields divided by their respective time
depeundence.

We seek to find numerical solutions for some of
the eigenvalues & and associated fields of Eqs. (1a)
and (1b) in cylindrical cavities of essentially
arbitrary shapes, with H =0 on the axis and
possibly some other parts of the boundary
(Dirichlet boundaries), and the electric field perpen-
dicular to the remaining boundaries (Neumann
boundaries), implying infinitely conducting walls
there.

2.1 The Mesh

To solve the differential Eqs. (1a) and (Ib), we
introduce an irregular triangular mesh® in the
z-r plane. Figure 1 shows the logical mesh, with
mesh points identified by labels K and L, assuming
the integer values 1 through K, = K,, and 1
through L,. To establish a mesh that can be used
to solve the field equations for a particular geom-

etry, defined by its boundaries, the user first

assigns boundary coordinates z, r to an arbitrary
but reasonable selection of logical points K, L.
The mesh generator, described in Ref. 6, then
generates a mesh of triangles that is topologically
identical to the logical mesh, but has all boundaries
defined by mesh lines. The mesh generator finds

INONININONON,.
INCNONINONINONINININ.
\ A NN NNNNNN/

FIGURE | Logical triangular mesh.

-~ K

the z, r coordinates of interior points, for a given set
of boundary points, with an iterative process that
is similar t0 a numerical method used to solve
Laplace’s equation. Figure 2a shows a logical
mesh, and Figure 2b a physical mesh, for one half
of an Alvarez cavity. In Figure 2a, points on heavily
drawn logical lines represent those with assigned
z, r coordinates. The two heavily drawn interior
lines are used to delineate zones with different
mesh point densities. Exterior mesh points, ie.,
points inside the drift tube, are not shown since they
do not affect the field calculations.

2.2 The Difference Equations for Interior Points

We use the quantity H = H, to describe the rf
fields. This somewhat unconventional choice
(usually r - H, is used) has the advantage of not
requiring any special treatment of the region close
to the axis, since H will be proportional to r there,
whereas rH, ~ r? for small r. From Egs. (la) and

p. 41

FIGURE 2a Logical mesh for 1/2-Alvarez cavity.
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FIGURE 2b Physical mesh for 1/2-Alvarez cavity.

(1b) we obtain as the differential equation for H:
curl(curl H) = k2H. (A

To derive difference equations for H, we use the
procedure described by Winslow®: we first intro-
duce a secondary mesh by drawing connecting
lines between the “center of mass" of every triangle
and the center of each of the three sides of the
triangle. As a consequence, every mesh point is
now surrounded by a unique twelve-sided polygon.
This secondary mesh of dodecagons covers com-
pietely the whole problem area, and Figure 3
shows the dodecagon surrounding just one mesh
point. The djfference equations for H are now
obtained by integrating Eq. (2) over the area
(in the z-r plane) of one dodecagon at a time,
This yields

.[curl(cur] H)-da = §curl H.ds = k? J‘H - ds.

&)
Assuming that H behaves like a linear function of
z and r within every triangle, H inside every
triangle is uniquely determined by the values of H
at the three corner-mesh points of the triangle.

2

[0A
wany:

FIGURE 3 l[rregular tcdangular mesh with secondary do-
decagon.

The integrals in Eq. (3) can therefore be expressed
in terms of the value of H at the “center-mesh
point™ of the dodecagon and its six nearest logical
neighbors, giving a relationship of the following
kind

6
20: H(V, + k*W,) =0, 4)

with ¥, and W, depending only on the coordinates
z, r of the seven mesh points involved.

Identifying each diflerence equation with its
“center-point,” we therefore get one diflerence
equation for H at every interior mesh point.

23 The Treatment of Boundary Points

Turning now to mesh points on the boundaries
of the problem, it is clear that no diflerence equa-
tions are needed for A at boundary points when the
boundary conditions require H = O there. Never-
theless, we have to explore whether or not the
difference equations for such points are satisfied.
To this end, we consider first Dirichlet-boundary
points that are not on the problem axis. This kind
of boundary condition can obviously only be
imposed as a symmetry condition along a plane
defined by z = const. This implies that in the real
world a point on one side of this line has an H-value
of the same magnitude, but opposite sign, as the
symmetrically located point, and the difference
equation, Eq. (4), is clearly satisfied for every such
boundary point.

This argument cannot be applied without
elaboration for points on axis (r = 0). and the
difference equations resulting from Eq. (3) are
in fact not satisfied for those points. To see how
this can be interpreted, we can introduce on the
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right-hand side of Eq. (I1b) a (magnetic) current
density term j that has only an azimuthal com-
ponent. This gives on the right-hand side of Eq. (3)
the additional term k/, where [ represents the total
current associated with the point under considera-
tion, and assumed to be concentrated there. In
our case of axis points, an azimuthal current on
the axis is, of course, without consequences, and
this whole argument could also be used to lend
legitimacy to the application of the symmetry
consideration to axis points.

When E is required to be perpendicular to
boundary-mesh lines, we consider that part of the
dodecagon surrounding a boundary point that
goes through inside problem triangles, ie., the
polygon 0-1'-2’-3'-4'-0 in Figure 4. Since E =
curl H/k is required to be perpendicular to lines
4-0 and 0-1,

J- curlH-ds = 0.
A=0-1"

This means that the difference equation for H at
such a boundary point is identical to that for
interior points except that only contributions from
interior triangles are taken into account.

A very important property of the difference
equation, Eq. (4), is the fact that if we use the logical
coordinates (indices) K, L to identify mesh points,
and if K,, L, are the coordinates of any specific
mesh point for which we write down Eq. (4), then

FIGURE 4 Boundary mesh point with neighboring interior
mesh points. and secondary polygon.

the coordinates of the other mesh points contrib-
uting to Eq. (4) differ from K, and L, by not more
than + 1.

3 DIRECT, NONITERATIVE SOLUTION
OF A SET OF INHOMOGENEOUS
LINEAR EQUATIONS

If one wrote down difference Eq. (4) for all (i.e..
including all boundary and exterior mesh points)
Hy, of the logical mesh by rows from left to right;
and if one also had some inhomogeneous terms, one
could write the resulting system of cquations in the
following form:

dyy a4y
Qyy Q3 4jyy
Q33 A3y dig

Tryeby=2 -t t3-1 Bra-1.1,
Ayt~ QL Ly

x "‘7’ = (.;’ (5)

”L:—l Gl.')'-l
Hyp, G,

In this matrix equation, &, represents a column
vector with the components Hy,, K = 1 — Kj;
M4, a vector with components Hy;, K m | — K,
etc, and the G, represent the corresponding
inhomogeneous terms. The matrix on the left side
of Eq. (5) has all zeroes except for the block
matrices a;; of size K; x K,. These blocks are
also sparse, the diagonal blocks containing only
three nonzero elements in every row, and the
ofl-diagonal blocks not having more than three in
any row. Deferring to Section 4 the discussion of
how we can cast our field evaluation problem in
the form of Eq. (5), involving all points of the
logical mesh as well as inhomogeneous terms on
the right side of Eq. (5), we discuss now the method
used to solve Eq. (5).

We first transform all diagonal blocks into unity
matrices, and remove all blocks to the left of the
diagonal blocks, with the Gaussian block elimina-
tion process: we multiply the equations represented
by the first row of blocks from the left by a7}', and
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then subtract from the second row the new first
row after multiplication from the left by a,,.
The new set of equations is then the same as the
original one, except that a;; =0; a,, =I; and
a,;, G,, a3, and G, are now modified. This
process is repeated, involving rows 2 and 3, then
3 and 4, etc. The very last step in this process is the
multiplication of the last row (modified by the
previous step) from the left with the modified
block matrix ag!,,.

Having Eq. (5) rewritten in this form, the last
row now represents directly the solution for .
Using this now numerically known vector in row
L; — | yields directly the solution for . _,,
and continuing this back-substitution process
yields the numerical values of all components of
all block vectors J,,.

It is important to recognize the fact that this
particular fast direci method to solve inhomo-
geneous linear equations can be used only if they
can be cast in the form of Eq. (5), and if the matrix
on the left side of Eq. (5) is nonsingular,

4 CALCULATION OF FIELDS AND
RESONANCE FREQUENCIES IN
SUPERFISH

In order to allow application of the direct linear
equation solution described in Section 3, we have
to include in an artificial way in the system of
equations also those points that are part of the
logical mesh, but are external to the actual field
solution problem. How this is done, and the
treatment of points on Dirichlet boundaries, is
discussed in Section 4.1; the creation of the in-
homogeneous terms is discussed in Section 4.2,
and the resonance frequency determination is
discussed in Section 4.3,

4.1 Treatment of Exteriar Paints and Points an
Dirichlet Boundaries

The simplest and most practical way to include
exterior points without affecting the actual field
equations, and without causing the matrix on the
left side of Eq. (5) to become singular, is to let the
equation for every exterior point read H ;iecior = 0,
and to make all couplings to other equations zero
by setting the corresponding coefficients equal to
zero also. In other words, if ng is the index identify-
ing an exterior point (not a block!) in the overall
H-vector on the left side of Eq. (5), one simply sets

all elements of row ny and column n, of the matrix
in Eq. (5) equal to zero, with the exception of the
ng, no diagonal element, which is set equal to one.
The nq-element of the inhomogeneous contribu-
tion vector on the right side of Eq. (5) is set equal
to zero also. The logic of the equation-solving
routine is arranged in such a way that the thus-
introduced zeroes are actually never used in
multiplications, just as the other zeroes in the sparse
matrices are never used as multipliers either. Points
on Dirichlet boundaries are treated in exactly the
same way. However, in contrast to exterior points,
their z-r coordinates do enter into the expressions
for V,, W, in Eq. (4) involving the other point(s) of
the triangles that have one or more Dirichlet-
boundary points at their corners.

42 Generation of Inhomogeneous Terms for Eq. (5)

In order to turn the set of homogeneous difference
equations [Eq. (4)] into a well-posed set of in-
homogeneous field equations, one could be tempted
to introduce at one mesh point a driving (magnetic)
current, as discussed in Section 2.3. That would
be an unwise procedure when one is close to a
resonance, since the matrix in Eq. (5) is singular
for every resonance frequency, leading, as it must,
to infinite fields. Instead, we prescribe that an
appropriately chosen off-axis mesh point has the
field value one and in effect remove the difference
equation for that point from the system of difference
equations. To do this without destroying the struc-
ture of the field equations, we can proceed in one
of the following two ways:

1) If the chosen point is identified by its index
n, in the overall H vector, we set all matrix elements
in row n; of the matrix in Eq. (5) equal to zero,
except for the diagonal element n,, n,, which is
set equal to 1. In the vector G on the right-hand
side of Eq. (5), all elements are set equal to zero,
except the n,-element is set equal to one. Column n,
of the matrix is left unchanged.

2) Every matrix element in row n, and in column
n, is set equal to zero, except the n,, n,.diagaonal
element is set equal to one. The vector on the right-
hand side of Eq. (5) is set to equal minus the
original column n, of the matrix, except for ele-
ment n,, which is set equal to one.

The second procedure treats the point with the
fixed field value in the same way as exterior points
and points on Dirichlet boundaries, and in
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addition nonzero terms are generated on the right-
hand side of Eq. (5). We therefore use that procedure
in the code.

In contrast to the explicit introduction of a
driving current, with procedures (1) and (2} the
matrix on the left side of Eq. (5) is well conditioned
even for resonance frequencies.

If we take the original difference equation for the
point with the prescribed field value and solve for
the field value at that point, using the solution
values of the field at the neighbor points, we will
get a value different from the prescribed value,
except at resonance, This difference can be inter-
preted as being proportional to the current I,
necessary at that point to drive the cavity to the
prescribed amplitude at the point with the pre-
scribed field value. For this reason we will refer to
this point as the driving point.

4.3 Resonance Frequency Determination

The driving current I, introduced above depends
on k? through the coupling coefficients in the
difference Eq. (4), and the resonance condition is
characterized by

nLk* =0, (6)

since then there is no difference between the value
of H,, as calculated from the difference equation
for that point, and the prescribed value used there
to solve for the fields: i.e., the difference equations

are satisfied for all points of consequence. To

find the value(s) of k? for which Eq. (6) is satisfied,

MESH Yy iy veu
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FIGURE 5 Flow diagram of SUPERFISH.

we can combine the above-described “function
generator” for I,(k?) with a numerical root-finding
algorithm, such as the secant method, or a parabola
fit method. The latter method is used in the present
stage of code development. But we expect that it
will be useful to use a root-finding algorithm that
takes into account some of the properties of
I,(k% that are described in Section 5. Figure 5
depicts a flow diagram of the major parts of
SUPERFISH.

5 PROPERTIES OF I (k%) AND
INTRODUCTION AND PROPERTIES
OF D(k?)

To obtain an understanding of some of the proper-
ties of the function I,(k%), and later D(k?), we will
go back to the differential equations, Egs. (1a) and
(1b), with Eq. (1b) amended on the right side by the
magnetic current density j, assumed to be constant
over a small area surrounding the driving point.
In the process of deriving some formulas, we have
to evaluate integrals like | H - j, - dv, and set this
equal 2nr, - h, - I, where I, is the total driving
current; r,, the distance of the driving point from
the problem axis;and &,, the magnetic field averaged
over the region where j, # 0. The association
between h, resulting from this continuum theory
and the value of H at a mesh point in the repre-
sentation by the difference equations is complicated
by the fact that k, has a logarithmic singularity
when the area where j # 0 is reduced to zero (for
fixed I,). While it seems reasonable to set h,
equal to H at the driving point, or the value resulting
from averaging H over the dodecagon associated
with the driving point, it is clear that the quantita-
tive relationships developed below will describe
only approximately the relationships between the
quantities derived from the difference equations.
However, it is also clear that the general behavior
of the functions of interest is correctly described
by the results derived from the continuum theory
below.
Adding the term j, to the right side of Eq. (1b)
gives
curl E = kH + j,. )

Forming the scalar product of both sides of this
equation with H, and subtracting from that
Eq. (1a), after being multiplied by E, yields:
Hcurl E - Ecurl H = div(E x H)
= kH?+ j,H — kE%.
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Integrating this over the whole problem volume
gives

J.div(E x Hyde = J.(E x H)-da

= .?.ﬂr.h.l‘ -k J.(Ez — Hz)dﬂ.
8)
Since E x H is either zero on the problem bound-
ary, or perpendicular to the boundary normal,
{(E x H)da = 0, and we get
2nr bkl
3y LM AR S T7F N
D(k*) = T—H" dv R(k®y — k%, 9
_ [KE*dv _ {(curl H)*dv
© [Hidv [ H* dv
The new function D(k?) has the property that its
value does not depend on the scaling of h;, or I,
if that is the quantity that one wants to consider
as the primary variable.
To obtain more information about the behavior
of I,(k?), we now calculated],/d(k?) = . To this
end, we take the derivatives with respect to k?

of Egs. (1a} and (7). Indicating derivatives with
respect to k? by primes, we get

curl H' = kE' + E/2k (1)
curl E' = kH' + H/2k + j. (12)
It should be noted that for our procedure of field

R(k?) (10)

evaluation, H' = 0 on Dirichlet boundaries, be-"

cause H = 0 there for all k2, Similarly E’ is perpen-
dicular to Neumann boundaries since the
component of E parallel to a Neumann boundary
is zero for all k. We now consider

dWExH —E xH=H -curlE ~E-curl
—~H-curl E' + E' curl H.

Using for thc. curl expressions the appropriate
right sides of Eqs. (1a), (7), (11) and (12) yields

divE x H' — E' x H) = H' - ji — H -
— (E* + HY)/2k.

Integrating this over the problem volume gives,
as in Eq. (8}, zero on the left side, yielding

e k(K I, - hyl}) = .[(Ez + Hydoj2. (13)
We intentionally made no a priori assumptions

whether we consider h, or I, fixed when k? is
changed. However, for the case considered so

far, k', = 0, and we can immediately deduce the
following conclusions from Eq. (13):

h I} <0 (Foster's theorem). {14)

This means that for fixed h,, between every two
resonances (/,(k?) = 0}I,(k?) must have a singular-
ity such that the sign of ,(k?), and therefore also
of D(k?), changes.

At a resonance, | E* dv = [ H? dv [see Egs. (9)
and (10)], giving [ HZ dv on the right side of Eq. (13).
We therefore get from Egs. (13). (9). and (10) at a
resonance {{, = 0):

2“";}];&[} % ’ 12 _
THigy = D) = R&) ~ 1= 1. (9)

Since I, (k%) has a singularity between resonances,
it is more convenient to study D(k?) in the vicinity
of these singularities. To this end, we first consider
R(k?). According to Eq. (9), R(k?) = k?* at every
resonance, and R’ = 0 at resonance follows from
Eq. (15). Since R cannot be negative, R(k*) must
look clualitatively as indicated in Figure 6 and
R —~ k* = D(k*)asshown in Figure 7. An important
consequence is that between resonances, D(k?)
goes through zero, and this sign change must take
place where I,(k?) has a singularity.

To study D(k?) in the vicinity of this root of
D(k*) that does not represent a resonance, we take
advantage of the fact that D(k?) is independent of
the scaling of the field and current quantities. We
can therefore consider I, as given and kept
constant, and consider h; as the k*-dependent
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o{k?) . The storage requirements for the program are
dD/dK =+ approximately 11-N exclusive of the memory

i \ i

¥
M&:nco k'/\

doydid= -1
FIGURE 7 ‘Graphical representation of properties of D(k?).

quantity that causes D(k?) = 0. At this “between-
resonance root,” it follows from Egs. (3) and (10}
that [ E*do = | 42 dv, giving again [ H? dv as the
right side of Eq. (13). We therefore get from that
equation

2rr kI K,
[ H* do

A possible use of Egs. (15) and (16) will be briefly
described at the end of Section 6.3.

=D'(k*) =Rk} — 1 = 1. (16)

6 PROGRAM STATUS AND FUTURE
DEVELOPMENT

The computer program was originally written for
the CDC 7600 operating under the Livermore

Time-Sharing System (LTSS), and we describe

here that particular version.

6.1 Computer Time and Storage Requirements

The CPU time required for a field evaluation is
dominated by the time required to invert the
block matrices. For the system of equations
described at the beginning of Section 3, the time
used for inversion of the block matrices is pro-
portionalto K3 - L,. When K, > L,,thedifference
equations are arranged along columns of the
logical mesh, leading to this expression for the
CPU time

T = T,N%, (1n

with N representing the total number of logical
mesh points, and ¢ the smaller of the two numbers
K,/L,, Ly/K,. For the CDC 7600 under LTSS,
T, = 0.75 usec.

With the present system to find the roots of
I,(k?), it takes 3 to 6 field iterations to determine
a resonance frequency accurately,

required for the modified off-diagonal block
matrices, needed for the back-substitution. These
matrices represent N3/2 - £¥/2 words, too much to be
accommodated in core for N > 1500. For larger
problems, the disk has to be used. However,
S. B. Magyary (LBL} has pointed out that one
needs to store only two such matrices when one
has to calculate only 1,(k?) (and not the complete
field map), provided the driving point is associated
with the last row of block matrices on the left side
of Eqg. (5). In that case, the large amount of storage
is not needed until one has a converged resonance
frequency.

6.2 Accuracy

Since we know from our experience with the
RFISH code and the magnet code POISSON that
the program is unlikely to have problems related
to curved boundaries, we have made analytically
testable runs so far only for empty pill-box cavities.

To see whether this code has any problems with
extreme geometries, we ran an empty box of 5 cm
length and 150 cm radius with 1267 points. Without
any difficulty, the code returned the fundamental
frequency correct to all five printed digits.

Much more extensive runs were made for an
empty box 60 ¢cm long and a radius of 838 cm. The

- mesh point separation was 2 cm in both the axial

and radial direction, giving a total of 1395 points.
The fundamental frequency of this cavity is
130.389 MHz and is reproduced by the code with
an error of 1 part in 10,000, while the stored energy
is reproduced to an accuracy of 1 part in 3000, A
much more severe test is the evaluation of higher
modes. Resonance frequency number eight is
58244 MHz, and is returned by the code as
583.59 MHz; the stored energy calculated by the
code is 3% smaller than the correct value. Figure 8
shows the pattern of electrical field lines (rH =
const) for this mode. It should be noted that the
distance between an extreme value of rH and the
next axial node is only 7.5 mesh spacings. Modes
29 and 30 represent an even more extreme test:
The analytical frequencies are 11799 MHz and
1186.3 MHz, and the code-produced frequencies
are 1183.0 MHz and 1196.6 MHz, while the energy
of these modes is off by approximately 10%
Considering the fact that mode 29 has six radia
and one axial nodes, and mode 30 has three radia



SUPERFISH A COMPUTER PROGRAM FOR RF CAVITIES g}

E

:
SN

FIGURE 8 Electric field lines (#/ = const) for mode No. 8
in test cavity.
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and four axial nodes, these numbers are sur-

prisingly good. The closeness of the two resonances’

did not cause any problems. “Turning on™ the
partial and complete pivoting of the matrix
inversion routines, or iterating on the field re-
siduals of the solution of the difference equations,
did not change any of these numbers. However,
increasing the number of mesh points caused a
marked improvement of the accuracy of the
frequency and the stored energy, indicating that the
numerical errors are due to mesh size, and not
round-off errors.

6.3 Secondary Quantities, and Near Future
Developments

The program calculates now, or will calculate in
the very near future, the following secondary
quantities: stored energy; transit time factors;
energy dissipated on designated surfaces: | H | ...
[Eln on designated surfaces; shunt impedance;
Q; and {requency perturbation by drift tube stems.

-

We also plan to calculate and print out co-
efficients that indicate how the movement of
designated surfaces perturbs the resonance ire-
quency. These quantities were calculated by RF1SH
and proved extremely valuable,

To simplify the work on high-order modes, we
intend to generate printout plots of node lines
{i.e., H = O-lines) and/or plots of Fomts with local
extrema of rH, and [,(k?*) and D(k*) plots.

To simplify the design of cavities that have to
have a predetermined resonance frequency, we
intend to run the code with that fixed frequency
(possibly modified by drift tube stems) and to
accomplish I, =0 by moving or deforming a
designated boundary. The techniques necessary
to do this are already used in the magnet desxgn
code MIRT’ and can easily be incorporated in
SUPERFISH.

To reduce the number of iterations necessary
to find a resonance frequency, we plan to employ
a root-finding routine that uses the properties of
D{(k?) expressed by Eqs. (15) and (16). IF this code is
used extensively to find high-order modes, it
might also be profitable to attempt to develop a
mode pattern analysis and prediction routine.t

6.4 Advantages of SUPERFISH

The main advantage of the code is the capability
to solve problems that other codes cannot solve
at all, or only with great expenditure of computer
time. [n addition, the code is quite fast, requiring
only about 1 sec per iteration on the frequency for
the test problem discussed above. With five
iterations and the time used to calculate miscel-
laneous other quantities, one has a complete
solution in 6 sec. The irregular triangular mesh,
while not allowing as many mesh points as a
square mesh, has the advantage of allowing the
definition of boundaries by mesh lines, and to
produce a mesh with a large density of mesh
points in regions where the problem requires high
resolution.

6.5 Disadvantages of SUPERFISH

The drawback associated with the irregular tri-
angular mesh is the fact that one has to generate
such a mesh. This extra step can slow down the

+ Since submission of this report for printing, the more
sophisticated root-finding routine has been developed and is
working very well. Work on the made prediction algorithm has
started and looks very promising.
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total process of receiving the desired answers.
This problem has been partly reduced by the
creation of the code AUTOMESH, developed
by one of us (R.F.H.) while at CERN. This code
optimizes automatically the coordination between
space-boundary coordinates and logical coordi-
nates, provided that one is satisfied with a uniform
mesh point density in a limited number of distinct
regions. At the time of writing this paper, an
effort is being undertaken at LASL by D. Swenson,
W. Jule, and one of us (R.F.H.) to improve the
whole process of data input and mesh generation.

There is one basic drawback associated with the
necessity of having a driving point in the problem:
if one happend to choose its location such that it is
on a H = 0 line for the problem under considera-
tion computational problems would result. For
that reason, it is advisable to put the driving point
on a Dirichlet boundary. When the code detects
the computational difficulty, it can switch the
driving point to a more favorable neighboring
point on the boundary, thus eliminating the
problem,
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C.13.5 Table of Problem Constants in Numerical
Order for SUPERFISH

Constant

Default

Syubol

Function

CON(1)

CON(2)

CON(3)

CON(4)

C'ON(5)

CON(6)

CON(7)
CON(8)

CON(9)

CON(10)

1

none

1ione

none

none

0

l1011€

1none

1.0

0.004

KPROB

NREG

LMAX

KMAX

IMAX

MODE

none

none

CONV

none

KPROB is used by LATTICE to differentiate
hetween a SUPERIFISH and a POISSON-
PANDIRA run. It is set to 0 or 1 in LATTICE,
depending on the absence or presence of a char-
acter in the first position of the title line,
KPROB = 0 means a POISSON or PANDIRA
run;

KPROB # 0 means a SUPERFISH run.

Number of regions in the problem. Passed by
AUTOMESH to LATTICE and from LATTICE
to SUPERFISH via TAPE73. Note NREG must
be less than 32

Number of points in the L (vertical) direction in
the logical mesh. Determined in LATTICE.

Number of points in the K (horizontal) direction
in the logical mesh. Determined in LAT'I'ICE.

IMAX = KMAX + 2

Not nsed by the present code. It is heing reserved
for later inclusion of dielectric materials.

Not used in SUPERFISH problems.
Fraction of RFQ cross section actually calculated.

Conversion factor for length units. Default units
are centimeters. Set CONV equal to the number
of centimeters per unit desired. CONV must be

changed in LATTICE.

Not used in SUPERFISH problems.
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Constant Default Symbol Function

CON(11) 0 NAIR  Number of “air” points. The default is an initial
value. LATTICE counts the number of mesh points
in the air regions of the cavity and records the

value in CON(11). The user has no control of this
CON.

CON(12) 0 NFLE Number of “iron” poiuts. The default is an initial
value. LATTICE counts the number of mesh points
in the iron regions of the cavity and records the

value in CON(12). The user has no control of this
CON.

CON(13) 0 NINTER Number of interface points. The default is an
initial value. An interface point is a point whose
nearest neighbors are a mixture of air points and
iron points. See CON(11) and CON(12). The user
has no control of this CON.

CON(14) none none  Not used in SUPERFISH problems.

CON(15) none ' NPINP Total number of points in the problem. NPINP =
NAIR + NFE + NINTER + NBND + NSPL.
The user has no control of this CON.

CON(16) 0 NBND  Number of Dirichlet houndary points. Default is
an initial value. LATTICE counts these points
and stores the number in NBND. The user has no
control of this CON.

CON(17) 0 NSPL  Number of points held at special fixed potential
values. Default is an initial value. SUPERFISH
counts these points and stores the number in
NSPL. The user has no control of this CON.

CON(18) 0 NPERM The number of sets of data defining the relative
permittivity and permeability in regions with
material code MATER > 1. The program will ask
NPERM tines for an inpt line of the form
“MATER EPSIL FLOMU”, where MATER is the
material code number in the region having relative
permittivity EPSIL and permeability FLOMU.
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Function

CON(19)

CON(20)

CON(21)

CON(22)

C'ON(23)

CON(24)

CON(25)
CON(26)
CON(27)

CON(28)

1

1

1

0

1

1

110ne
none
fone

none

ICYLIN

none

NBSUP

NBSLO

NBSRT

NBSLF

NAMAX

NWMAX

NGMAX

NGSAM

A fag indicaling coordinate system to he used.
ICYLIN = 1 indicates cylindrical coordinates
using (horizontal, vertical) = (Z, R). Note that
these axes are interchanged relative to those used
in POISSON.

ICYLIN = 0 indicates two-dimensional (X, Y)
coordinates. CON(19) must be changed in
SUPERFISH or earlier.

Not used in SUPERFISI problemns.

An indicator for the type of boundary condition
on the upper boundary. NBSUP = 0 indicates a
Dirichlet boundary condition, which means elec-
tric field lines are parallel to the houndary line.
NBSUP = 1 indicates a Neumann houndary con-
dition, which means that the electric field lines
are perpendicular to the boundary line. The
default value passed by AUTOMESH is shown.
AUTOMESII will pass the other value if IBOUND
on the REG iuput line is used. See Sec. B.3.3.
The default value if LATTICE is used alone is

zero.

An indicator for the type of bouundary condition on
the lower boundary. See CON(21} for description.

An indicator for the type of houndary condition on
the right boundary. See CON(21) for description.

An indicator for the type of houndary condition on
the left boundary. See CON(21) for description.

Not used in SUPERFISH problems.
Not used in SUPERFISH problems.
Not used in SUPERFISII problems.

Not used in SUPERFISH problems.
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Function

CON(29)

CON(30)

CON(31)

CON(32)

CON(33)

C'ON(34)

C'ON(35)

CON(36)

CON(37)

0

10

none

0

11011€

none

1

LIMTIM

MAXCY

11o11e

IPRINT

NOT

INACT

NODMP

NSEG

NCELL

Not used in SUPERFISH problems.

Maximum number of iteration cycles to find the
resonance.

Not used in SUPERFISH problemns.

An indicator for print options:

IPRINT = -1 in LATTICE writes the (X, Y) coor-
dinates of mesh points to OUTLAT.

IPRINT = 1 (or any odd inleger) writes a map of
the solution matrix A inlo OUTFIS.

A parameter used in SFO1 to select an output tape
number. The user has no control of this CON.

An indicator to allow the user to interact with the
frequency iteration in SUPERFISIIL. If INACT #
-1, the calculation is stopped at intervals and the
user is asked to type: “GO”, “NO”, or “IN”.

If “GO”, iteration continues; if “NO”, iteration
stops and final results are written; if “IN”, user is
asked for new values of CON's.

An idicator controlling the write to TAPE 35.
If NODMP = 0, a dump is written; if NODMP # 0,

no dump is written.

The number of boundary segments passed to
LATTICE from AUTOMESH by TAPE73. This
CON is used in LATTICE only.

The number of cells in multicell problems. It is
used in SFO1 to calculate the transit time factor.
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Function

CON(38)

CON(39)

CON(40)

CON(41)

CON(42)

CON(43)

CON(44)
CON(45)
CON(46)

CON(47)

1nomne

none

none

none

none

0.125

KSTART

LSTART

KEND

LEND

none

KTOP

noune

none

"ITYPE

none

The value of the horizontal logical-mesh coordinate
associated with the starting point of the present
line segiment on which power dissipation is to be
calculated. This CON is used in SFO1; the user
has no control of this CON.

The value of {he verlical logical-mesh coordinate
associated witl the starting point of the present
line segment on which power dissipation is to he
calculated. This CON is used in SFO1; the user has
no conirol of this CON,

Tlie value of the horizontal logical-mesh coordinate
associaled with the end point of the present line
segment on which power dissipation is to he cal-
culated. This CON is used in SFO1; the user

has 1o control of this CON.

The value of the vertical logical-inesh coordinate
associated with the end point of the present line
segment on which power dissipation is to e cal-
culated. This CON is used in SIFO1; the user has
no control of this CON,

Not used in SUPERFISH problems.

A vumber set in LATTICE but not used in
LATTICE, SUPERFISH, TEKPLOT or SFO1.
It was probably used in a postprocessor called
SHY.

Not used in SUPERFISH problems.

Not used in SUPERFISH problems.

Not used in SUPERFISII problems.

Not used in SUPERFISH problems.
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Constant Default Symbol [unction

CON(48) 0 none Not used in SUPERFISH problems,

CON(49) 0 none Not used in SUPERFISH problems.

CON(50) 0 NPEG  The number of boundary segments on which
power dissipation and frequency perturbations
are to be calculated. If entered interactively,
the program will ask for segment nunbers.

CON(51) 0 NPONTS In LATTICE this is the number of unknown
relaxation points in the mnesh. In SUPERFISH,
NPONTS = NAIR + NINTER.

NPONTTS is used as the end-of-a-loop index.

CON(52) 0.001 OMEGAO A paramcter used in calculating over-relaxation
factors in LATTICE. It is not used in the
remainder of the SUPERFISH problem.

CON(53) 25 IRMAX  An index for checking the progress of the
relaxation process in LATTICE; nol used in
the remainder of the SUPERFISII problem.

CON(54) 0.0 none Not used in SUPERFISII problems.

CON(55) 0.0 none Not used in SUPERFISH problems.

CON(56) 0.0 none Not used in SUPERFISH probleins.

CON(57) 0.0 none Not used in SUPERFISII problens.

CON(58) 2.997925E+10 CLIGIIT The speed of light in vacuum in cm/sec.

CON(59) ™ PI Pl is given to machine accuracy, namely,
m=4.« ATAN(L.).

CON(60) none KDEL A parameter used in SFO1 in subroutines

PATH and RFOU'T; the user has no con-
trol of this CON.
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Symbol

Function

CON(61)

CON(62)

CON(63)

CON(64)

CON(65)

CON{66)

CON(67)

CON(68)
CON(69)

CON(70)

none

0.0

0.0

noune

0.0

0.0

none

none

none

noue

LDEL

NSTEP

DELKSQ

FREQS

FREQ

XKSQ

DKSQ

XKO or SMALLK
none

none

A parameter used in SFO1 in subroutines
PATH and RFOU'T; the user has no con-
trol of this CON.

The number of steps in the variable k?
used in a search for new resonances.
SUPERFISIH makes NSTEP steps
through a range of k? values determined
hy CON(53), CON(65) and CON(66).

The size of the steps taken in the k2
search described in CON(62) above.

The starting value of FREQ = CON(65).
1t is priuted in SFO1. The user has con-
trol of this CON.

When entered interactively, it is the
starting valite for the iteration to find a
resonant frequency or the starting value
of the frequency used in the k? search
described in CON({62). During the iter-
ation or search, it is the value of the
frequency for the present step.

Tnitially it is the starting value of k2,
namely,
XKSQ = (2.+11 + FREQ/CLIGHT) » ¥2.

During the run, it is the value of k2.

The change in k? at the present step of
the search described under CON(62).

XKO = SQRT(XKSQ); only used in SFO1.
Not used in SUPERFISH probleins.

Not used in SUPERFISH problems.
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CON(71) 0 NEGAT A flag indicating a zero or negative area

triangle in the mesh. This may occur in
the relaxation of the mesh in LATTICE
and NEGAT # 0O will generate a diagnos-
tic message.

CON(72) 0.0 ERG A number proportional to the energy in
the rf field at the present iteration,
If ICYLIN = 1, ERG = [ H*RdRdZ;
if ICYLIN = 0, ERG = [ H*dXdY.

CON(73) 0 IPIVOT A control parameter for pivoting during
the block matrix inversion process.
If IPIVOT = 0, no pivoting;
if IPIVOT = 1, partial pivoting;
and IPIVOT = 2; complete pivoting.
See Sec. C.13.4.

CON(74) none ASCALE A scaling factor for Lhe electric field
chosen in such a way that [ E,dZ/L =
VSCALE, where the integral is along
a path parallel to the Z-axis, L is the
length of the path, and VSCALE =
CON(100).

CON(75) none POWER The power dissipated on the conduct-
ing boundaries defined after entering
a value for CON(50). CON(75) is
calculated in SFO1.

CON(76) 0.0 ERGY or ENERGY The energy stored in the rf field con-
tained in the volume defined by the
boundaries of the problem.

CON(77) 0. EMAX The maximum value of the electric field
found on any boundary segment entered
after entering a value for CON(50).
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Constant Default Symbol Function

CON(78) 1 LINT  The logical L. coordinate of the line along
which the the integral [ F,dZ is calculated
for the normalization of the electric field.

See CON(74). Note that if LINT # 1 or if no
vertical coordinate of a point along the logical
line LINT =1 is zero, then the transit time
factors are not calculated in SFO1.

CON(79) 1.6 RHOXY The initial valie of the X and Y mesh
over-relaxation factors in LATTICE.

CON(80) none none Not used in SUPERFISII problems.

CON(81) 1.0 RSTEM The radius in centimeters of tlhe stem
assumed to he sticking into tlie cavity for the
purpose of holding the drift tube in place.
Used for the power dissipation and frequency
perturbation calculations.

CON(82) none none  Not used for SUPERFISH problems.

CON(83) 0 IABORT An abort flag in LATTICE, SUPERFISH, and
SFO1. If IABORT = 1, the run is stopped.

CON(84) 1.0E-08 EPSO A parameter to test for convergence in the
mesh generalion. Used in LATTICE only.

CON(85) 5.0E-07 none Not used in SUPERFISH probleins.

CON(86) 1.0E-04 [EPSIK A parameter to test for convergence of the
frequency solution; the convergence is satisfied
when |Ak®|/k* < EPSIK.

CON(87) 0 IRESID A flag to indicate whether the residual of the

‘ solution matrix A should be calculated.
If IRESID = 1, the residual is calculated.
CON(88) 1.0 RESIDA The residual of the solution matrix A.
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CON(89) 1.0 RESIK  The value of Ak?/k? for the present
iteration.
CON(90) 0 ICYCLE The preseut ileration nmmber; used in
LATTICE and SUPERFISH.
CON(91) 0 NUMDMP Present dump number for writing to
TAPE3S5.
CON(92)-(99) none none This set of eight words stores the title
of the program, which was read by
LATTICE
CON(100) 1.0E406 . VSCALE A normalization factor for the average
' electric field. See CCON(74). VSCALE
is to be entered in V/m.
CON(101) none none Not used in SUPERFISH problems.
CON(102) 6000000005 IAMASK A mask used in LATTICE to isolate
bits in certain words.
CON(103) 2000000005 ISCAT A mask used in LATTICE to isolate
bits in certain words.
CON(104) 40000000004 IFILT A mask used in LATTICE to isolate
bits in certain words.
CON(105) 100000g IDIRT A mask used in LATTICE to isolate
bits in certain words.
CON(106) 0.0 BETA The velocity of the particles traversing

the cavity divided by the velocity of
light. If BETA is not entered interac-
tively, it will be calculated from
ZCTR = CON(107) and DPHI =
CON{(108), assuming the particles are
protons. BETA is used in SFO1.
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Constant  Defanlt  Symbol Function
CON(107) 0.0 ZCTR  The longitudinal coordinate of the “synchro-
nous particle” when the electric field is a
maximum. Usually this is the geometric
center of the gap between two drift tubes
in an Alverez linac. ZCTR is used in SFOL1.
CON(108) 180.0 DPIII  The change in thie phase of the rf field as
the “synchronous particle” crosses the
portions of the cavity defined hy the boun-
daries put into SUPERFISH. The units
are dcgrees; DPIII is used in SFOL1.
CON(109) none ITOT ITOT = (KMAX + 2)+(LMAX + 2).
CON(110) none T The transit time factor;
T = 21 J21) frac E(2) cos Z2dz
CON(111)  none TP TP = gl [} prae 2E(2) sin Z2dz
CON(112)  none TPP TPP = gls frl/jfrac 22 E(z) cos 3dz
CON(113)  none s S = g JH2, . E(z)sin 22dz
CON(114) none sp SP = EOL, f['z/,:;fmc E(z) cos %2dz
CON(115) none SPP SPP = ﬁ ff,/j).mc z*E(z)sin ¥2dz
CON(116) 37s MASK37 A mask used in LATTICE to isolate bits
in certain words.
CON(117) 77777¢ MASK5 A mask used in SUPERFISH to isolate bits
in certain words.
CON(118) none MAXDIM The maximum allowed value of ITOT =
CON(109).
CON(119) none NWDIM NWDIM = MAXDIM/2, where MAXDIM = .

CON(118).
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CON(120) 3775

CON(121) 117400,

CON(122) none

CON(123) 2.6544E-3

CON(124) 8.8542E-14

CON(125) 4« II«1.0E - 09

MASKC1

MASKC2

TSTART

SQEM

EPS0

FMUO

A mask for the eighth character in a
word.

A mask for the seventh character in a
word.

The wall clock starting time for the
codes that contains this variable.

The quantity SQRT(EPSO/FMUO),
which is one over the impedance of
empty space. In spite of being specifi-
cally defined in SUPERFISH, il is not

used in the code.

The permittivity of free space in “code
units”, i.e., depends on CONV = CON{(9);
the default code units are rationalized
CKS. This CON appears not to he

used in SUPERFISH problems. It is
calculated from FMUO and CLIGHT.

The permeability of free space in “code
uuits.” Not used in SUPERFISH prob-
lems. See CON(124).
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C.13.6 Table of Probcons in Alphabetical Order
For SUPERFISH

ASCALE CON(74)
BETA CON(106)
CLIGHT | CON(58) _
CONV CON(9)
DELKSQ CON(63)
DKSQ CON(67)
DPHI CON(108)
EMAX CON(77)
EPSIK  CON(86)
EPSOH ‘ON(84)
EPS0 CON(124)
ERG CON(72)
FRCY or ENERGY CON(76)
FMUO CON(125)
FREQ CON(65)
FREQS CON(64)
IABORT CON(83)
IAMASK CON(102)
ICYCLE CON(99)
ICYLIN CON(19)
IDIRT CON(105)
TFIIT C'ON(104)
IMAX CON(5)
INACT CON(34)
IPIVOT CON(73)
IPRINT CON(32)
TRESID CON(87)
IRMAX CON(53)
ISCAT CON(103)
ITOT CON(109)
ITYPE CON(46)
KDEL CON(60)
KEND CON(40)
KMAX CON(4)
KPROB CON(1)
KSTART CON(38)

KTOP CON(43)
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LDEL
LEND
LIMTIM
LINT
LMAX
LSTART
MASK37
MASKS5
MASKC1
MASKC2
MAXCY
MAXDIM
MODE
NAIR
NAMAX
NBND
NBSLF
NBSIL.O
NBSRT
NBSUP
NCELL
NEGAT
NFE
NGMAX
NGSAM
NINTER
NODMP
NOT
NPEG
NPERM
NPINP
NPONTS
NREG
NSEG
NSPL
NSTEP
NUMDMP
NWDIM
NWMAX
OMEGA0
PI
POWER

CON(61)
CON(41)
CON(29)
CON(78)
CON(3)
CON(39)
CON(116)
CON(117)
CON(120)
CON(121)
CON(30)
CON(118)
CON(6)
CON(11)
C'ON(25)
CON(16)
CON(24)
CON(22)
C'ON(23)
CON(21)
CON(37)
CON(T1)
CON(12)
CON(27)
CON(28)
CON(13)
CON(35)
CON(33)
CON(50)
CON(18)
CON(15)
CON(51)
CON(2)
CON(36)
CON(17)
CON(62)
CON(91)
CON(119)
CON(26)
CON(52)
CON(59)
CON(75)
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RESIDA
RFQ
RESIK
RHOXY
RSTEM
S

SP

SPP
SQEM
T

TP
TPP
TSTART
VSCALE

XKO or SMALLK

XKSQ
ZCTR

CON(88)
CON(8)
CON(89)
CON(79)
CON(81)
CON(113)
CON(114)
CON(115)
CON(123)
C'ON(110)
CON(111)
CON(112)
CON(122)
CON(100)
C:ON(68)
CON(66)
CON(107)
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