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A BENCHMARK OF THE SCS-40 COMPUTER: A MINI
SUPERCOMPUTER COCMPATIBLE WITH THE CRAY X-MP/24

Harvey J. Wasserman
Margare:! L. Simmons
Ann H. Hayes

Computer and Communications Division
Los Alamos National Laboratory
Los Alamos, New Mexico 87545

ABSTRACT

An accurate benchmark of the SCS-40 mini supercomputer manufactured by Scientific
Computer Systems Corporation has been carried out. A new, revised set of siandard ANS{77
Fortran benchmark codes were run on the SCS-40 in a dedicated environment, using Version
1.13 of the CFT compiler. The results are compared with those obtained on one processor of a
CRAY X-MP/24 computer using the Cray Research Inc. version of the same compiler. The
results suggest tiat for a typical Los Alamos Nauonal Laboratory computational workload, the
SCS-40 is equivalent 1o one-quarter 1o one-third of 2 single processor of the CRAY X-MP/24.

1. INTRODUCTION

Recendy th=re has been much interest in computers of the *‘mini-super’’ class.! 3 Machines in this category
arc intended to '‘bndge the gap'™ between supercomputers such as those made by Cray Research Inc., and the
slower and less expensive minicomputers, such as the Digital Equipment Corporauon (DEC) VAXs, The Scienufic
Computer Systems Corporation (SCS) has announced a mini supercomputer, the SCS-40. that uses an instrucuon set
that is essentially a duplicate of that fourd 1n the CRAY X-MP/2 series. Yet. by using "off the shelf”* technology,
SCS 15 able o price thewr machine at considerably less than a CRAY X-MP.

We have already reponed 2 detailed performance zvaluation of the CRAY X-MP24.* We have now
benchmarked the SCS-40 o determine precisely what level of m{fl(zrnancc can he 2apected from this machine. The
beachmark was camed out 1n the usual Los Alamos manner: a set of portable Fortran codes, representing
exclusively the LANL computatonal workload, was run on the SCS-40 in a dedicated environment. No throughput
or [/O measurcments were made. The results of the benchmark appear below.

2. 5CS-40 ARCHITECTURE

The system architecture of the $Cs40'" mimics one processor of 8 CRAY X-MP/2, '2 The centrul processor,
built with commercually available emuter coupled logic technology, operates with & clock penod (CP) of 4%
nanoseconds (ns). The conool secton of the processor conusts of five microcoded pipelined segments, including
256-word instruction buffer with a 10-ns access ume. The insmrucuon buffer can be filled st the rate of one word per
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cycle. Tre full complement of X-MP registers, namely the A, S, B, T, vector, veclor merge, and vector length, has
been implemented, as well as three sets of registers used in the X-MP for sharing among processors. The A and B
registers do 24-bit address calculations. Functional unit organization is the same as on the X-MP, except that only a
single shared shift unit is provided rather than separate vector and scalar shift units. Flexible hardware chaining
within the vector registers is possible. Also, SCS has implemented the bidirectional memory feature; this allows
block loads or stores between the B, T, or V registers and memory to begin before the completion of a prior block
load or store. (The X-MP/2 only allows overlapping of block loads with block stores.) Block loads from memory o
the vector registers may be '‘strided’’ with use of an offset k¢t in an A register. Table I compares some represen-
tative operation umes for the SCS40 and the CRAY X-MP.

The main memory of the SCS-40 is capable of containing either one, two, or four million 64-bit words. The
memory consists of 16 interleaved tiers, has an access time of five CP (225 ns), and operates on a five CP cycle
time. In comparison, the CRAY X-MP/24 is interleaved 32 ways, has an access tune of 14 CP (133 ns), and has a
4.CP (38-ns) cycle ime. The SCS-40 memory is implemented on 256K CMOS chips and employs a SECDED error
correction/detection scheme on eight check bits. The machine we measured in this benchmark wa.s configured with
four million words of memory.

in the SCS<40, main memory, the register, functional unit, and control sections of the CPU, and the 1/O sub-
system are interconnected via two sets of 64-bit-wide busses. The functuonal unit and memory data busses operate
at a virual rate equal w one-half the processor CP, or 22.5 ns. There are three bidirectional data busses connecting
main memory to the register and 1/O sections with a total maximum capacity of 133 Mword/s (six words per clock).
However, actual transfer rates are limited by the four memory control busses, each of which is capable of conveying
one write or read request per CP. Thus, the average number of words actually transferred to or from memory per
CP s four. The three memory data busses are allocated such that one 1s dedicated to vector rcad/wnites, onc 1s a
shared vector-1/0 bus, and the third 1s reserved for A, S, B, and T register loads.

The functional units and registers are joined by two pairs of busses. Each pair can transmit an operand from a
V register to the funcuonal units in one-half of a CP. Additionally, one bus in each pair can transmit a resuit back
from the functuonal units to the registers in another one-half of a CP. Both pairs of physical busses support the logi-
cal sperand and resull busses, thus cnabling the vector functional units to produce one resuli from two vector
operar.is every CP.

The SCS=30 1/O subsystem may be configured with from one 0 four /O modules, cach of which conuuns two
1/0 channels. The maximum throughput can reach 22.2 Mword/s. The 1/O processors, one per channel, communi-
cate with external devices using a 16-bit channe! word and are firmware programmed for specific interfaces. Either
a DEC VAX- 117750 or 117780 1s used as a front-end. The machine we benchmarked was connected to forsr DD-680
disk units,

. SCS-40 SOFTWARE

SCS software products have relied heavily on two important facwrs: (1) Cray Research placed ats Versien
113 sottware 1n the public domain. and (2) much software development for the Cray computers has been carricd out
at Deparument of Energy (DOE) instituuons and the resulung scftware 1s also in the public domain,



Table I. Comparison of Some Functional Unit
Operation Times for the SCS-40 and CRAY X-MP/24

Floatng Point  Floating Point Reciprocal Vector Address

Add Muluply Approximation  Population  Multiply
SCS40 3CP 3CP 6CP 2CpP 2CP
135 ns 135ns 270 ns 90 ns 90 ns
X-MP/24 6 CP 7CP 14 CP 5CP 4CP
57 ns 66.5ns 133 ns 47.5 ns 38 ns

The SCS40 currendy runs the Cray Timesharing System (CTSS) as its operaung system. CTSS was
developed at the Lawrence Livermor= National Laborawry (LLNL) and is based on a similar system used on the
Conuol Data Corporation (CDC) 7600 computers. CTSS is the primary operating systcm on Cray machines at such
DOE sites as LAN",, LLNL, and the Livermore National Magnetic Fusion Energy Computational Center. Two of
the most imponant features of CTSS from the user standpoint are the notions of drop files and suffixes, both of
which are supported in full on the SCS-40,

SCS currently supports Version 1.13 of the Cray Fortran Comptler (CFT), as well as its associated assembler,
CAL. The command line for these products is the same as it is on the LANL CTSS system (the command line 1s
shightly different under Cray's COS operating system). Both the Baselib/Forlib and CFTLIB Fortran libranes are
availabie; all of the results below were obtained using CFTLIB. There were two reasons for choosing CFTLIB: (1)
the syntax for disk file 1/O iniualizaton conforms more with the ANSI 77 standard (''OPEN"" vs ‘‘CALL LINK'' in
Fortib), and (2) SCS personnel informed us that codes loaded with CFTLIB seemed o run about 10% faster than
those loaded with Fortlib/Baselib. The only change our codes required was thz addition o a statement to create a
drop file. This is due to a temporary bug in SCS CFTLIB that prevents automatic interpretation o the PROGRAM
statement,

Other important software we used included the debugger DDT; the editors TRIXGL and TEDI; the COSMOS
Job controller, MOVE, a uulity to ship files from the YAX front-end o the SCS-40 worker: and other sulities and
control key entnes. The control key feature has been dramatcally improved over that available at LANL; some 5K
control key commands are supported, including several that allow for a split screen.

4. BENCHMARK RESULTS

Members of the LANL Computer Rescarch and Apphcauons Benchmark Team tested the SCS-0 on
December 17, 1986, New versions of the standard Los Alamos henchmark set were run. A detailed description ot
the codes appears 1in Appendix A In addiion o this standard set of benchmarks, anotier set of codes, representing
critical computatonal work currently performed at the Laborawory, and presently being developed into benchmark
codes, was also run,

All the codes measured CPU umes with a call to the CFTLIB rouune SECOND. This rouune retums the
CTSS charge ume tor the run (n this case 95% of acwal CPU ume); a correcuon factor of 1.05 has thus been
applied to all the raw data,



4.1. Standard Benchmarks

Timing data (in seconds) for the standard benchmark set are listed in Table I1. For comparatve purposes,
timings from a single processor of a CRAY X-MP/24 (using CFT 1.13) are also given. The column labeled
“‘options’’ includes results obtained with the CFT compiler option ‘‘opt = btreg'* as well as a call **CALL EBM"
10 enable bidirectional access to memory. The column labeled *‘no options'’ actually means that compilation was
performed using those options that are included by default with the CFT compiler.

The data show that for a typical Los Alamos workload, the SCS-40 is equivalent to about 20-30% of a single
processor of the CRAY X-MP/24. The results do not suggsst any particular pattern with respect to the level of vec-
torizaton of the tenchmarks. For example, the codes LSS and BMK11A both perform at about the same level on
the SCS40 (about 30% of the X-MP/24 (single processor)), although LSS is nearly 100% vectorizable and
BMKIi 1A is only about 50% vectorizable. Note that BMK11A would benefit significantly from scatter/gather
aperations (neither the SC5-40 nor the CRAY X-MP/24 provide this feature); BMKI1A runs for 5.0 s on the
CRAY X-MP/48 using CTSS and CFT1.14.

Two codes in our benchmark suite attempt to measure performance of basic vector operations as a functon of
vecior length under a vanety of memory access conditions such as contiguous load/stores, constant strides, and ran-
dom gather/scatters. Table III reports the results of program VECOPS, which measures MFLOP rates for conugu-
ously stored vectors, For all the operations, the performance of the SCS-40 for vector length 1000 is about 20% of
the performiance we measure on one processor of the X-MP/24. An exception to this occurs for the operation V = V
+ S * V, the fifth entry in Table IIl. For this operauon, at vector length 1000, the SCS-40 provides nearly 50% of
the performance of the X-MP/24 (single processor). We believe that the reason for this poor performance on the
X-MP/24 (single processor) is the result of a compiler bug--extremely inefficient code is produced by Cray's CFT
1.13. The bug has appurently been fixed in the SCS version of the same compiler. The same level of performance
relative 1o the X-MP/24 (single processor) is observed for short vectors on the SCS40. Use of the BTREG option
along with bidirecuonal memory increases the MFLOP rate for vector length 1000 by almost a factor of 2 or the
S$CS-40 (not shown). The gather/scauer operations, the last four shown in Tables IIT and [V, do not vectorize on the
SCS-40 or on the X-MP/2, and so very slow rates are observed; note that these operations do vectorize on the X-
MP/4 senes. MFLOP rates for vectors accessed with a vanety of stridec are given 1n Table IV, As with the X-
MP24, there 1s no significant degradation i performance when using strides rather than contiguous vector accesses.

Table I11. Benchmark Execution Times (in Seconds) for the Standard
Los Alamos Benchmarks

Program SCS-40 CRAY X-MP/24 RATIO
Name - {Single Processor)
No Opuons  Opuons No Options (X-MP/SCS<0)

FFT 213 215 5.2 0.22
MATKIX 2074 167.4 60.0 0.29
1.SS 353 28.5 10.6 0.30
GAMTEB 2422 1.4 6.9 0.29
SCALCAM 4108 580.4 116.0 0.28
INTMC 2271 219.6 56.1 0.25
BMKI11A 428 94 12.8 0.30
BMKI1: ™ 123 12.1 2.7 (.22
VECOPS a a . -
VECSKIP h b

h’-Sce Table il
SeceTable IV. __




Table III. SCS-40 MFLOP Rates as a Function of Vector Length
for a Series of One Million Vector Operations Performed on
Vectors Stored in Contiguous Locations (Program VECOPS)

Vector Length 10 25 S0 100 200 500 1000

Operation

V=V+S§ 36 90 153 173 178 199 202
vV=S*V 3.7 92 153 173 178 199 202
V=V+V 35 87 138 155 159 182 182
V=V*V 3.5 87 138 155 160 182 182
V=aV+S*V 66 164 275 307 319 364 364
V=V*V+S§ 65 164 277 205 318 364 367
V=aVe*VaV 6.1 129 177 203 224 257 264

V=S*V+S*V 88 88 273 290 296 315 37
V=V*V+Vry 84 77 246 258 262 280 273
V=V+S 09 1.0 1.0 1.0 09 1.0 1.1
Vi)=V*V 1.0 1.1 1.2 12 1.2 1.2 1.2
Vih=VHh+V*V 19 2, 2.1 22 2.2 2.2 2.2

Table IV. SCS-40 MFLOP Rates as a Function of Vector Length fo;_a_
Series of One Million Vector Operations Performed on
Vectors Accessed with a Stride of 23 (Program VECSKIP)

Vector Length 10 25 S0 100 200 500 1000
Ope. suon
V=V+S§ 2.6 64 109 138 153 182 18.6
V=S*Vv 26 65 124 146 161 182 18.7
V=Vs+V 2.5 63 109 137 146 173 17.4
V=V*V 2. 5.2 11.9 14.6 146 17.7 17.4
VaVa+S*V 48 120 204 256 291 W3 5.0
V=V*Va+S 48 120 200 255 291 M3 35l
V=V*V+V 47 102 14.6 18.1 203 2413 M9

V=§*V+S*V 7.0 140 214 250 272 301 30.7
V=V*Vs+V*rV 66 142 206 231 M6 273 273
V=Vih+S 0.8 0.9 1.0 1.0 1.0 1.0 1.0

Vih=V*V 1.0 1.2 1.2 1.3 1.3 13 1.3
Vih=Vih+V*V 16 19 2.0 20 21 21 2!
V=Vasvevin 17 22 23 24 24 28 2

We also ran three of the benchmarks, FFT. MATRIX. and BMKI1TA, on both the CRAY X-MP/24 (single
processor) and the SCS-40 in scalar mode, using the “‘off=v'’ _ompiier opuon (these results are not shown an tac
tables). The results of this test suggest that the improvement of vecwr over scalar performance on the SCS-40
about the same as 1t 1s on the X-MP/23.

It 15 also instructive 0 qompare the performance of the SCS-4) with another computer marketed 1 the mim
super class: the Convex ¢ 1" Consider, for example, the code BMK11A. The run ume for this code on the C-1 s
101.1 s, compared with 19 4 s on the SCS<40. (The Convex C-1 benchmark was camed out in July, 1985 and most
likely does not represent current performance of this machine ) The muo of the cycle umes of the two machines i
2.2 (the C-1 cycle ume s 100 ns), however, the SCS <40 performs about 20% betier on BMK11A than the ratio ot
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cycle times would indicate. The difference is probably because 64-bit computations are more efficient on the SCS-
40 than they are on the C-1; the corresponding time for BMK11A in 32-bit mode on the C-1is 77.2 s. Regrettably,
further comparison between the two machines cannot be made at this ime, because the same set of benchmarks was
not run on both machines. Another benchmark of the Convex C-1 is planned.

0.1. Miscellaneous Benchmarks

Table V presents the execution times for some additional codes not presently included in the standard bench-
mark set.

Hydro is a two-dimensional Lagrangian hydrodynamics code representative of codes that are a significant
portion of the Laboratory workload. Two prablem sizes were run on the SCS-40. The first employed a 6-by-6 grid
for 4 timesteps and is called HYDROS; the second calculated over a 50-by-50 grid for 50 timesteps and is called
HYDROS50. When compiling Hydro with the CFT compiler it is necessary to use the MAXBLOCK = 1350 option
10 ensure maximum vectorization. On the larger Hydro problem the SCS-40 runs at 35% of the CRAY X-MP/24
(single processor) speed, the largest such ratio observed for our benchmarks. This is probably because more time
has been spent optimizing Hydro for the Cray computers than has been spent on the other codes we ran.

MCNP500 is a Monte Carlo neutron photon transport code'® that accounts for a significant amount of the
Laboratory's production computing time. The code consists of about 40000 source lines and is essentially nonvec-
torizable. The current problem involves 500 source particles, a much smaller computation than a typical production
run. The SCS-40 ran MCNPSNO in 61.8 s; in other words, the SCS-40 achieved 29% of the CRAY X-MP/24 (one
processor) performance.

ESN is another aimost entirely scalar code, one that simulates deterministic particle transporL15 On this code
the SCS40 also achieves about 29% of the one processor CRAY X-MP/24 performance.

Table V. Execution Times (in Seconds) for the Miscellaneous
Los Alamos Benchmarks

Program SCS40 CRAY X-MP/24 RATIO
Name —-- (Single Processor)
No Opuons  Options No Opuons (X-MP/SCS40)
MCNPS00 62.5 61.8 19.1 0.29
HYDRO6 0.1 0.1 - -
HYDROS50 16.7 - 12.7 0.35

ESN 72.8 68.6 21.0 "_“029




5. CONCLUSIONS

The SCS-40 provides about one-quarter to onc-third of the performance of a single processor of the CRAY
X-MP/24, the supercomputer 1t was designed to emulate. On all of our benchmark codes, the ratio of the SCS-40
execution times to X-MP/24 execution times is greater than the ratio of the CPUJ cycle times for the two machines.
The SCS—-40 derives some of this additional speed from more efficient functional units (see Table I above) and pos-
sibly from some improvzments to the CFT 1.13 compiler.

We have chosen to compare the speed of the SCS-40 with that of the X-MP/24 because of their instruction set
compatbility. However, the X-MP/24 is no longer Cray's premier machine, either in terms of hardware features (it
lacks hardware scatter/gather) or hardware speed (the new X-MP/416 has a CP of 8.5 ns). Some of our benchmark
codes run as much as a factor of 2 times faster on a single processor of a CRAY X-MP/48 than they do on the X-
MP/24, largely because of the scatier/gather feature. It would be interesting 1 observe the performance of these
codes on an SCS machine with hardware scatter/gather.

However, the SCS-40 need not be viewed solely in terms of its performance relative to, and compaubility
with, the Cray computers. It is a well-designed mini supercoraputer in it; own right, providing more computational
power on our benchmarks than other machines n its class.

Of course, our benchmark codes are intended to represent the computational workload at LANL and caution
should be used in comparing these results with those based on other workloads.
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APPENDIX A
DESCPIPTION OF THi NEW BENCHMARK PROGRAMS

The Computing and Communications Division at Los Alamos has maintained a set of portable benchimark
programs representing characteristic tasks that a new large computer would be required to run ai the Laboratory. A
database exists containing resvlts of past runs of these programs on a large vanety of computers. Recenty, a
decision was made to update t .is suite of benchmarks for the following reasons:

1.  Some of the codes had problem sizes that were too small; on some supercomputers the timings would not
allow meaningful comparisons.

2. Some of the codes impiemented algorithms that were no longer deemed to be of importance o the
Laboratory.

3. Allof the codes were updated to be more in keeping with the ANSI77 Fortran standard.

4, All of the names of the codes were changed from a simple numerical designation to one that more closely
represents the type of work the program performs.

Some old benchmarks were eliminated entirely. Table A-1 contains a list of the new benchmarks, a cross-
reference to the name of the corresponding old benchmark, a brief description of the code and any changes that
were made, and the ratio of the run times of the two versions on the CRAY X-MP/48.
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Table A-1. The New Los Alamos Standard Benchmark Set

New Name

INTMC

LSS
GAMTEB
SCALGAM

VECOPS

VECSKIP

Old Name

BMK1

BMK4A

BMK 14

BMK22

BMK21A

BMK21b

BMKB8AI

BMKB8A2

Description

Integer Monte Carlo with almost no floating-point arith-
metic; does not vectorize; measures primarily speed of
integer arithmetic; no /O involved--all data internally
generated.

Highly vectorizable fast Fourier transform (FFT); meas-
ures the speed of 512 transforms; involves many short
vectors and is therefore sensitive to vector starmup umes.
FFT library routines supplied by many computer
manufacturers generally perform multiple FFTs much
more efficienty than this code; no I/O.

Basic matrix operations, including muitiplication and
transpose on matrices of order 100; highly vectorizable
but not optimized for vector computers; the problem size
has been increased over BMK14.

Linear system solver from LINPACK for systems of
equatons of order 100; uses Gaussian elimination; highly
vectorizable but not optimized for vector computers.
Nonvectorizable Monte Carlo photon transport code.
Monte Carlo photon transport code using binary tree ran-
dom number sequence.

Tests rates of elementary vector operations as a function
of vector length with vectors stored in contiguous loca-
tions; typically one million floating-point operations are
tumed for all vector lengths.

Performs same operations as VECOPS code but with vec-
tors stored in noncontiguous memory locations; several
values of stride are used to determine when memory bank
conflicts occur.

Rato(new:old)

1.0

299

1.0
1.0
1.0

1.0

1.0




