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The lfEGA experiment [1] vill acquire 3 Hlf/sec of
r’ata into ● 9-crate Fastbus systea controlled by a
!Iingle Pastbus master. A second-level trigger will be
implemented in a Fcrmilab Advanced Computer Program
(ACP) [2] farm of 32 Hotoroia 68020 ●icroprocessors.
Output from the ACP farm ●t s rate of 24 KB/sec vill
be sent to a HicroVfiX II for taping.

Overviev-——

The !IEGA exp.erimellt (Huon decays to Electron and
CAmma) at the Clintorr P. Anderson Meson Physics
Facility (LAHPF) will attempt to improve the limit PI
the branching ratio for the decay of the muon to an
ele~tron plus gammu r:ay from 5*1O**-11 to 1*10**-13.

Oecays of 3*1O**7 ■uons/second will be observed for
1.2*113**7 seccnd~, Oue to the LAflPF beara structure
(1?0 beam bursts per second vith a 6 percent duty
fac!or), this corres~onds to ●n instantaneous decay
rate of 5*1O**P muons per second. A hardvare trigger
vill reduce the av(!r:ge rate to 2400 ●vents/sac.

tl,lring a 5t3C microsecond ham burst, ●vents are

buffered in me%ries of Fas:bus ADCS, TOCS,
latches.

and
Deadtlme is reduced by double buffering

Fastbus modules vhete necessary. Each event viii
average 1400 bytes, vith an ●verage of 20 events
acquired d~ring each beam burst. Figure 1 shova ●n
ov~rviev of the data patha in the ●xperiment,

In the 7.8 milliseconds betveen baam bursts, a
Fast bus master (the CWN-designed GPH [31) will rend
the Pnstbua mmotles and dump all data from ● Iremm

buist into onc rlode of a tarm of 32 Motorola 68020
microprocessors rur,nlng the Fermilab Advanced Computet
Prugrrrm (ACP) so ftvnte, Th@ farm vill reconstruct the
events suffi[lenily 90 that 99.5X of th~ least

promising cnndtdate ●vents can be dlscardcd. The tmw

data fnr the trmalnlng events plus related calculated
qu~nt I t iQS uII} be wnt to the host lf\croVAX 11 from

thrI ACP system A( a tnloof 24 KB/aec, III the iloot,

thr! LAHPF statld~ld () D,!tn Arq IIlsltlon system ~4] vIII
vti!e the F891bus data (0 :4pe Ill[)lllf V!!h 10V tat!,

data (scalets) (tom CAMAC and ftom ●!! Kt!vltonmentnl
M.)nitot sysloml AplII IIX Imflte) y 7000 6?!)0 .bpl t Itpv!<

WI Ii b!, plodutwl [Ill fIIIthVI i~ff IIIIP alurlysi!i+

M,IIIp OVeI fot dov,~lopmvtlt 01 Ihr Fwithurr, At:}’, Rm;
MlvtoVA/t II h#ldVil10 iq I(mi!d (0 ~@M!i ttlnll ~~11[’

mno yofrt I mfinpowt fol t O1(IICUI sof tvnt Q (!rwl{u)ml’nt I‘1
iimltd to loss thntl I(VQ nntI yentmo ‘Thus tho systrm
vfi~ ,lo*\g IIod to II~tI commot{iml 1 nldvatn lrnd ekl~llnfi
<of t,inlo Wllol I* po.luil)l t., !;1!1 Iv,ll t, I w IIVIIIJ, I 4,,1,,0!1

I f om I’etml Ifih ( f{)t qI)!l vat P mfinAqvml, tlt !{)III% (il\ll 14,1

IhCI A(:P %ywttim), CKMN (ftIL x,)mr of the Pnqthil-{ I@lJtIIIil
~oftwntv)l All!! l, AHPt’ (fo! Ill,, Ml, I!IVAX I i Ill)vt Nll,l

[’AHAC),

t’nvlhll,t Ilrtl ,Iwnl I*

‘Thin t’fi IIllIII*I ,iyvtrm fIII Mll;li , ,IIIIl~t Ii (It ‘J I I;tt I.,
Ilf All(’q, l’1)(’.{ , ,1111 Illt, 111.,1 { 11111t !!! 11$11 Ilv ,1
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,. Table I - Fastbus Component Timing

Hodule Operat ion Time @J—.—

CPM Block VKiC~ 135
Block read (overlapped) 110
Block read (no overlap) 250

Latch, AOC, or TOC Block read <11O*

?BBC Block write <1 90*

S1 + 3 ❑eter cnbie Signal delay 190

SE + 1 meter cable Signal delrty 70

Cabl@ Segsent Signal delay per meter -5

Crate Segmcn t Signal delay ●*

--.--
●Estimate based on information from module d-signer.
●*Included in ●easured times for ❑odules.

4
SE

SE

SE

--Q)SE
\

@@

‘s237%anchBus
/

lMlcroVax 11[.

110* p! Ilpl)uld hy I’ll I I I II)*I !;1 Iolll i t II 1111,

Ilal(lll,, i WI III 11111, I VIM* ptllvlllltlll ‘ipill %,$
till 1110 I’ttt hl,.i I Illlvt+l t nlltl .Ill)lll t!(l I ,1
mll lt),,v( i)tl!l~t III Lll; ll mtm,,}t loot )Ilttll II VI II Ii,.

deep (nonsparse latch) or 1024 ●vents deep (sparse
scan latch).

Readout of the ADCS, TDCe, and latches from
Fastbus is done by the GPH with rastbus block resds
with handshake. However, the ●xperiment has a
relatively smell ●mount of data (28 KB/beam burst)
spread over approximately 200 modules. Setup time by
the Fastbus ●aster to ●ddress ●ach ●odule vould
consuste an appreciable frsction of the tisre betve.act
beam bursts (more than 2 ●s out of 7.8 =s ●vailable).
Introduction of the “ttffiAblock” readout scheme by
Phillips Scientific, hovever, greatly reduced this
overhead. !lodules in a single crate are daisy-chained
together using the Fast bus dsisy-chain lines DLA/DRA
snd DLB/DRB. Readout is started vith the first module
in the chain by the standard primary and secondaty
address cycles. Uhei. readout of the :irst module
completes, a “token” is automatically passed to the
next daisy-chained module and it responds to the next
DS cycle from the master. The token is passed thtough
all modules until the the last module in the chain
signals “End Of Block” when data is exhausted. Th(ls
it is possible to read the entire HEGA Fastbus system
with only onc setup overhead per crate. This reduces
the se[up overhead from more than 2 ms to less than
0.1 ms.

A prototype Phillips nonsparse latch has been
leceived fot (estlng, Producticm units of this latch
and [he ‘TOC ale ●xpected to be :eatfy by Fall 1987.

Ctate Connection Architecture. ..— —. —.——

The nine crate Fastbus system !s connected by a
combination of Segment Extenders (SES) and Segstenr.
Interconnects (S1s). S1s [6; ar~ very flex{b!e but
are relatively S1OV (see rable I) and expensive. SES
[7] ●re cheaper ●nd faster, but only ●now chaining 7
crates together v~th ~nlY the first crate ●llovcd to

contain a Fastbus master. Figure 2 shovs the
architecture selected to provide a nine-crate syst~m
vitl) the minimal cost and readout overhead, A !taster
crate contains the Fastbus master, the FBBC link to
the ACP farm, ●n SE-based “extended backplane” of six
Fastbus crat?s, ●nd an S1 connected to a secondary
crate. An SE-based “extended backplane” goes from the

Tl~s and 1~~~~~5 ~~y ~~ovide ‘he ninth crate. AWS,

secondary
in any of the 9 cruteso

mn~uies ‘Qxpec ted to h~ve the most data per beam burst
(such as noilsoar~e latches) will !)P olsced in tt)c
Mmster crate

[;rtt.—

The GPN
deslRn?d at

$tluck [91.
higher level
M08000 ~tOSSl

ptovlded fot

.
or the SE crates to Irduco rertdot,t ;ime,

is n ttoto, o)n 68000 .hnsod Fast bus ma*t Pt’
cE)tt! 1.1! manufactutcx! by CES [8] and M

It Is p:~,glrsmmable In both stssemLlet and
larrgungcs (FORTitAN and I’ISCAL) using cFJ{N
Softvare Tools [11)1, Two RS212 ports ntr
comm:lnictr!lnlt nt ~pewfs up to 19?!!0 hnlId.

The “terml~rre” !s inttind~d [or ~ommunlrntlon wl!h t 11P
Iesldpnt monltut Soflvnl?, MONICA 1111, Vhl]+ tho

“hostlln?m Is f-tovld~d fnt rummunlcntinn vfth ‘he host
Hic’toVAX 11 rnmpu!o! , (A II IUII spr I*Il pJIIf,ll Pl pot t 1111
111P GPM is tlot being llsl$( 1,)

I n tho ME(;A Pxpet lmont I Ill. (;t’M \l)l 1!1.

Illlwt Iuptd Vla n f I !)111 plrtlt, l tvlM Slull[ll $S1 end (11
hnm lnlt~t, An opt Imlrt,d Illloll!l,t Iltrlldlol Vlll ! PI141
IIN IA rtm IIIP FmIth III: m,~(lltl!..: Ill!,, l,,! rrl m(m,~ly \i+tlI)K
t II!* ttE(; AbltII k ~t( Iivmt. , AI I 1111, 11,,,1,, v! I I 1,,, f,, til,,l (<I ,.
IIt.,ilIIllwl lwl(lv) Illltl 1111. M,,:llllt v WI ! i Ill, 1111).k VI I I 11.11
III tht$ 11110 A(’1’ t!t)tl!, t III (}(1)(11 I 1111I l~h”, “1/11111, I .4114){1,.
I 1!9. .1pv!ld.1 (1)1 Irnll.t ‘itid VI 1 It, ,. 11,111)( Ill!+ I’I’N nl’111~
VI Ill III!. 111.l!lyq ,t,i,, tll 1,111~11VI Ill ‘,1.4, ‘;1”,, ,111!1 t!tl!, $l

t,lt,mutll q, Il,lqt.11 !)tl I t14~,.(~ Illlm!!l$l ,1, ,! 1)1111 Ill Ill ,Im
11111,;1 1)! IIdllt (Ill I,vl, tll,$ Ill 1(,11(1 1!/ I ,,,: $,\l 11) will

ll~llllllt~ (Illlltllx Imdll,l}’ ,’ ‘) ,,,,, I , , 1,.1.1 11,!1., I I !!,11
mt,m,nl Ie,,i III 1’111I I Ill,. Imll,l,llt! !,, $, 1,1,)! l!lt~lllll! y ,1!, (1
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●pproximately 2.4 ■s to dump the data to an ACP node.
This leaves roughly 2.9 =s per beam spill for polling
the ACP nodes, performing run control coaaands, and
other housekeeping chores.

A set of Fascbus standard subroutines has been
written [121 to run in the GPPt. Based on these
routines and the CPM Remote Procedure Call software
[13], Pastbus operations may be carried out from the
tficroVAX II host ●t 10V speed. A detailed design of
the high-speed data acquisition softvare for the CPM
has been completed and implementation started. A
design for Pastbus diagnostics is being vorked on.

~

The Fermilab Fastt.us to Brsnch Bus Controller
( PBBC) [14 j vas designed for use by the CDF experiment
● t Feru~lab to interface Fast bus to the ACP
microprocessor farm. Branch Bus is ●n RS485 bus used
~n the ACP system to connect multiple WE crates. The
FBBC is ● Pastbus slave and Branch Bus aaster (only a
single master is allowed on the Branch Bus). The FEBC
is not ● programmable device and thus requires an
intelligent ❑aster in F’astbus, like the GPH. As a
Pastbus slave the FBBC responds to block read and
vrite requests from the CPM to the node selected In all
FBBC register. As a Branch Bus master, the FBBC
initiates arbitration cycles for use of the WE bus (I1
the crate containing the specified node and performs
the reauesred read or vrite in blocks of 256 bvtes.
The FBBC is specified to have a transfer rate ~f
HB/sQc, but we have as yet b~en unable to measure
npeed in our system.

The FBBC is not conrmercially man,,factu~ed.
have fabricated two vire-wrap modules and v
●ssistance from Farmilab ●ra in tha process of test
them,

Non- Fast bus Data Sources— — —.—.

20
ts

Ve

th

ng

In addirlon to the high-speed data stre~m
described above, lov-speed data vill be acquir?d from
CAMAC into the host nricroVAX 11, The majority of the
lov-speed data vi 11 be scalers read every f-v seconds,
In addition, s stand-alone computer v{ll be used to
monitor WJtnges, currents, and temperatures III the
system. This En! ’irrsnrnental Monitor will be
periodically read through CAHAC. Since scaler nnd
●nvironmental data 1s not associated vitn qwcific
Fastbus events, the drr~a is simply vrlt ten to (ape by
the HlcroVAX 11 ns It Is ~ecelved from CAHAC.

At’l’ ~!item.

TIM? FCI ml )ah Advnnc,J Com~,l!tt!t I’togtarn I ? j hn,{
developed hfirdvare nnd softvate to nllrsv i!]e~penslvo
use of poverful 32-bit m(cropiocessors for otf.. llno
analysis o{ high energy physics data, The system

exploits the “trivial palallell!im” of high energy
physics darnt Fvents nte ittrfepclld?nt of each othet ,
allovlng all calculatlotls otl n sing Ie event to he drrno
completely Vltllin A !ilnql P Ilodo, I’IIUS VIIIIIJ th~ AcI’
system Is m “pal nllrl plo(t!ssul” system, Ill)
crrmmuntcnt ~otl betv!jotl fho II O(IVS I* t equit 0(10

IN n stnndntd Al:l’ fiyw!om tho IIset pAttltlolis h!!;
ptogtnm Intu 311 lIIpIIt/)iIt pIIt %rc t 1o11 10 11111 Ill !11!.
host VAX nlid a compli!c~ lIItrtI+lvtI qoctlou \llAt tunq III
Ihr Ilt!dt$’1 . (’(JIIII t IIAI I \IIIV III I III, III~IIP~ m{lqt 1)4+ 11111I.
FON’tVtANl/ ot he ,;l)o(.la] Iy Vlll, t$ll Ill n Itill#llilRl

J(.LsC’lIl!!hlt* t (1 the node. ! . (:t)tlo III IhCI VAX t om1% dntn
ftom ttspv, pnx!ios evont$ III ndo!t, pIIWPR4-Pq tctulnod
rl’atn,al!(l(Ill0111!of IUn) %Itmq n,, y t (l\lll lot q 01
Ill _toRl nmx t bolt mny 1)0 Ill t ht. ttt,dt,q . Nt~cle vI~Il,.
pol folm~ (nit ulfrl iIIIIq (Ml the INII 101 m II! dntn QI*III f tIIiiI
tllo VAX nt}(l mfiy tvtittt~ 11111f I* I ,, 1)1 ,nlttalntt,ll
qu.till I I It,,. ,

Hardvare

The )tECA exp@r
hardware as manufac
shows the layout that

I’mY-l

ment uses the standard ACP
ured by Orsnibyte [15]. Figure 3
will be used.

%

GPM

FBB

1 1 I m

m VME Crate 3

1 1 1 ,
,

I-vail VME Crate 2

IDVRM VME Crate 1 I_._3BT

Figure 3 - I,ayout of the ACP system for
onuc and BftTs are j~ th~ V~E “rate’j
obtail, pover.

MFXA . The
but only to

‘rhc nodes consist of 16 Hllz Motorola 680?()

microprocessors vith 68881 floating point coprocessols
nnd 2 MB of r,.emery. Up to 15 such ncdes mny be placed
1n each VME crate. A BVI (Brauch Bus to VHE
Illtet face) Ill each crate serves as a “cratv
controller” from th.? Urrsorh Bus. Two BVIS mrI
required {n enrh crate, since one Branch BUC connel t:;
to rhe FHIIc and the other connrcts to the MIcIoVAX 11,
Tlm HicroVAX connecticm also tequir’es n OBIW (()-bus to
Dtanch Bus Connector) and a DRV1lVA, VRMS (VNt
Kesoutce Hod\l~e) are required In each crntc to allov
fol 141crnVAX poll ~rrg of tfio nodes, BRTs aI.I Itf,tn(ll

IIII!i tctmlnntors,

V@ hr!VP t tIcolvPd ( ottl lol modll III,; nml I 4$11 1111(10,,

f I om (Imtl I bj ‘ ‘1. TIIII hntdvn!e hnk IWPII OXVI(I’;IIII

VXtlIll 011VP]y PI II hail votkcd V@ly WI],

!;01 tvnl o



%hich are dominated by floating point operations such
●s matrix inversion, ve measure 46% of a VAX 78o’s
speed. No atte~pt has been made yet to optimize the
code to take advantage of ACP node properties.

For data ●cquisition, the obvious soiution of
sending data from the GPtf through the 14icroVAX 11 to
the ACP system at 3 MB/see vill not vork because of
bus saturation in the tticroVAX. Hovever, ACP system
softvare ■ay still be used vi!hout ●edification
because of the iov rate of filtered events in the MEGA

●JrPeriment from the ACP to the !ticroVAX (24 KB/see).

At start of run the lticroVAX sends each node a
‘dr.rnmy- ●vent, causing HffCA control code in the node
to run. The control code clears a mailbox vord in the
node’s memory and 10?PS. vaiting for that vord to
change in value. Vhen the GPN has a beam burst of
data, it reads the ■ailbox vords in the nodes’
●eroriea through the PBBC to find a re.idy node. It
duapa ;he bean burst of data into a ready node and
then changea the mailbox word. The node then
processes the buffer, performing track reconstruction.
If any good candidate events are found, the node
returns them to the )licroVAX and va!ts for a dummy
*vent, If good candidate ●vents are not found, the
node clears Its mailbox vo:d and vaits for more CPM
data.

This scheme vorks only because of the low ra[e
Into the ttlctoVAX. The HlcroVAX must poll the nodes
to determine that they have data to be returned.
Rovever, ●t 12 events per second (24 KB/see) the
polling overhead in the MicroVAX is acceptably 10V.
CPM polling of the nodes IS estimated to take 5-20
●icroseconds [ 16] per node or 160-640 rzicroseconds :0

poll all 32 nodes. Since the CPM will have
approximately 2.9 ❑s of idle time per beam burst, this
la acceptable.

The control softvare ~n the ACP nodes lNtlld~
●vents from the block of data sent by the GPM and
pbsses them to the physics event reconstruction code,
The reconstruction code attempts to find an electron
and gamma ray In the detector vith the approprltsle
energies and geometry. The electron of interest is
tracjng out ● helix in ● 1.5 Tesla magnetic field. 1n
●ddition there ●re typically nine othet clecttolls
circulating in the chamber from events that did not
fire the hardvare trigger. Thtlq the event
reconstruction is m complicated comt~lmrtol Ic pt ohlem.
The goal of the event teconst:uctlon 1s to Lduce the
rate of dnta to tape by a factor of nt Ivlist 7(10.
R*consttuctlon of events genel ated by W\Iiv Cmrln
simltlrrt ions shov that the current rilgo[ithmq inn meet
this goal Ir the time avallablr in the A(;P nmfos, b\It

only if beam intensity Is reduced to hnlf th(* (JO?lled
level. A .sec IIIId gcnertrt Ion of rfcvvlopmolit \ s tnk lnK
place to speed up the algot I thm aml t II[!ticr its mom,]rv
requil?mentso

The conttol softvale t)iatI1111.; Ilndrl t hl, A(:l’

ays (em software !Ills been WI ; r trill. Thl+ %oflwnlo
hanrt]rq th@ rf~!a fltlv flt m tho l;l’H t!jt,)llull tll,t A(:I’
nod? t ) ?Ile t!.tint’AX !I. [t I % Ill$l?lg tcvtod II(1V
Wlth(!ut dl[pcl ‘npiit f)fim ttIII (; I’H, Wlll,ll [.tle Fllll(’ l,;
flllly dI’hUKUOd , !0!/( Ilq( WI I I 111$I 1)11!I(lllcvl Vllh II,lt(l
ff,)m (114* (;l’tl nt tlIe PXIIIIIII .,1 I,KI,I,I Ire{. tlt,ll I;III.,:.

MI!I,)VA.( 11 ‘}:i.,lrm

‘i,) ! /,\t$$ In II,*, Ml(t(,VAX II ill Ivlllt,( 1118 11,il, t

Illt**lf(llt* 1!11 I !11) It)ltlllll .111,1 mttitll tot ltl H Ill, d.tll~
It\t*tf A[o.d (11,1 nl.lt) 114.,*,,1,:.11 y It 111+$ ,,:!,~ A(’l<, Nl,ll

CA14A(: tvw[t~m i

(:ptt 1{1,lllti, d ‘;,11 Iv}tt 1,

‘?h,, Ml, IOVAX II i ,11! (!111; .11 !’,,., I 11!, I.I’H Jlllll

t’ll+lt 1){1, ,, I I(IV ,,l,,,,., !., !l ,11, t!! II,,, 1!,,’{: l,, ll,ll,lrl~.

Thus the 14icroVAX vI!
GPH , for execu!ion
diagnostic commands
implemented via the
Call (RPC) package [
adapted for use.

ACP Related %ftvare.— ——

generally ship commands to !he
by GPt4 code. Run conttol and
from the ftlcroVAX will be

CERN-d&veloped Remote Procedure

3i, vhich is currently being

A single process is required in the HIc:oVAX 11
tc communicate vith the ACP nodes. This process is
used to send dummy eve!its to the nodes and receive
good candidate events back for taping and distribution
to other processes that vish to inspect the events.
In addition this process is respon,?ibl..? for properly
starting and ending runs In the ACP system.

This softvare has been vrir~en and is being
tested with the ACP node softv~ze described above. Ue
have measured the max!mum tape vriting speed to be 90
KB/sec for 1600 bit per inch tapes it 75 inches per
second tape speed and estimate the speed vill be in
excess of 140 KB/sec for the 6250 bpi, 45 ips tape
drives ve plan to use. The maximum speed of
interprocess event distrlbutior, has been measured on a
HlcroVAX 11 to be 350 KB/sec. These brurdvidths are
well in excess of the expected data rate of 24 KB/sec.

Q System- —.—

The Q system 14] is the standard data acquisition
package at LAMPF used for CAHAC data acquisition. In
the HtWA experiment O Is used as the Master rut]
c(, nttoller, the data acquisition system fo: CAtiAC
data, and as the manager of output tape vrltlng,
merging CAtiAC and Fast bus data into a single data
stream.

No modifications to the O system vere required to
s~lpport the MEGA experiment. A few ,ninor
modifications to (I ❑ay be mnde to simplify Sohm

OPerations for HECA,

X!!!!KY

An engineering run vith a partial detector is
scheduled for Fall of 1987. The run vill test tke
response of Phillips TOCs and nonsparse latches, the

perfnrrnance of SES and s1s, an{i the data path from
Firstbus through the ACP system to the tticroVAX 11.

Dl?t)(l:ging of the GPM nnri FttBC is currently in

plogte!,s,

Software development for (b- (;I’M, ,“1’ nude:, nnd

ttlcrnVAX 11 hnst 1s It) progr~s:; nfl,l till hc t~nrly fol
11s0 hY the Fall rU1l.

Pto(iuction data trrklng vi]] slat, 111 into 19PI{.
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