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The MEGA experiment [1] will acquire 3 MB/sec of
data into a 9-crate Fastbus system controlled by a
#ingle Fastbus master. A second-level trigger vill be
implemented in a Fermilab Advanced Computer Program
(ACP) [2] farm of 32 Motoroia 68020 microprocessors.
futput from the ACP farm at 3 rate of 24 KB/sec vill
be sent to a MicrovaX II for taping.

Overviev

The MEGA experiment (Muon decays to Electron and
GAmma) at the <Clinton P. Anderson Meson Physics
Facility (LAMPF) vill attempt to improve the limit o
the branching ratio for the decay of the muon to an
electron plus gamme ray from S*10%%_11 to 1#10%+_13.
Decays of 3*10**7 muona/second vill be observed for
1.2%10%*7 seconds. Due to the LAMPF bean structure
(120 beam bursts per second wvith a 6 percent duty
factor), this corregponds to an {instantaneous decay
rate of 5¢104+2 muons per second. A hardvare trigger
vill reduce the averzge rate to 2400 events/sac.

During & 50C microsecond beam burst, events are
bufferzd in menories of Fas.bus ADCs, TDCs, and
latches. Deadtime 1is reduced by double buffering
Fastbus modules vheite necessary. Each event viil
average 1400 bytes, with an average of 20 events
acquired during each beam burst. Figure 1 shovs an
overview of the data paths in the axperiment.

In the 7.8 milliseconds betveen beam bursts, a
Fastbus master (the CFRN-designed GPM [3]) vill read
the Fastbus memoties and dump all data from a beam
bucst into one node of a tarm of 32 Motorola 68020
microprocessors running the Fermilab Advanced Compute:
Program (ACP) softvare. The farm vill reconstruct the
events sufficiently so that 99.5% of the least
promising candidate events can be discarded. The rav
data for the remaining events pluy related calculated
gquantities will be sent to the host MicroVAX II from
the ACP system at a tate of 24 KB/sec. In the host,
the LAAPF standard O Data Acquisition system {4} will
vt ite the Fasthuy data to tape along with lov rate
data (scalets) (rom CAMAC and from an Env.ronmental
Monltor system, Appraximately 2000 6250 .bpl  tupes
vill be produced tor turther off 1ine analysis,

Manpower for devolopment ot the Fastbus, ACP, and
MictoVAL 11 hatdvate ix limited to lesy than one
man yeat; manpover for telated sof tvare dovelopment {n
limited to less than (ive nan years, Thuy the system
van desigued to use commereial Pardvares and  existing
vofteare  whote  posaible, Soltvare 1y belng touseld
trom Fermilab (tor sottvate management tonle  and 1o
the ACP syatem), CERN (for some ol the Festbuun selated
soltvare), and LAMPF (for the  HlearoVAX 11 host and
CAMAC)Y .

Fasthus Hatdvare

The Fadathbua sysqtem for MEGa contlats of 9 cpatey
i Abcs, T, and Intehoy contirolled by a

() Detector ) 12000 Channels
33 meis |

Fastbus 9 Cr

\——-—1——\ ates
3.3 MBJ/s ‘

‘ ACP 32 Nodes
24 KB/s

CAMAC Envir.
Monitor

0.1 KB/s\ ,

MicroVAX 1l
24 KB/s

L
2000 Tapes

Figute 1 Ovetvies of Data Paths in HMEGA Experiment.

CRRN designed Fastbus General Purpone Matter (GPH). A
Formilab destigned  Faxtbus  to Branch  Rus Contealled
(FRRC) provides a data path from Fastbus to nodes  dn
the  ACE taim, Table 1 lists meazuted and estimated
defays and responge times asgoclated with  component.
of  the Faxtbuy systen, A diagram  of the Fasrbos
system du shovn in Figute 2,

Data Acquisition Modules

The MFGA dotectot consduy Ol Multiwite
Fropot !t fonal Chambotn, brite Chambat o, and
Sointiilatotas for A total of approximately 12000 data
channels, Ve have adopted a  proposal by Phillips
Sedeptibde [9) for 1000 channels of Fanthus ADCw, 1200
channels ot Fastbus 1HUR, and 9500 channels ol Fastba
Late oo,

Fhee TOC proposaad by Phidlios Sefentibie containe



Table I - Fastbus Component Timing

Hodule Operation Time (ns)
GPM Block write 135
Block read (overlapped) 110
Block read (no overlap) 250
Latch, ADC, or TDC Block read <110+
FBBC Block vrite <190+
SI + 3 meter cabie Signal delay 190
SE + 1 meter cable Signal delay 70
Cable Segment Signal delay per meter )
Crate Segment Signal delay *

*Estimate based on information from mndyle designer.
**Included in measured times for modules.

\ ~ N
- \ N
SE
S
SE
[S1]
SE) [ s!
GPM] £ e
RS232 Branch Bus
[Microvax Il] [ACP Nodes]
Figure 2 Layout of the MEGA Fastbus System, Only
control modules are shown. ADCx, TDCs, and latches

may be located in any of the riates,

178 na ot 1024 oy
The proposed ADC
teyolution and 517 pt*

12 channels  vith a vange ol efthe
and a tesolution of 0.1 percent,
contalns 32 channels with 17 hit

full scale. Both mudules digitize an event within /
mlicrosecond:  into  LIFO memortes 256 svents deop with
automatic pedextal cotrection an a channel by channel

basis. Upper and lover cutv onoa channel by channel
basis may ho used to pertom A sparse  data  acan
compaction,

The latehes propoasd by Fhillips Setentitle  are

128 channel  latchoes
data compaction,
vithin 0%

with one  type providing spatse
The tatches convert and  wtore data
mictovoconde fn LTYO memor fog 2040 svent s

deep (nonsparse latch) or 1024 events deep (sparse
scan latch).
Readout of the ADCs, TDCs, and latches from

Fastbus s done by the GPM vith Fastbus block reads
vith handshake. Hovever, the experiment has a
relatively small amount of data (28 KB/beam burst)

spread over approximately 200 modules.
the Fastbus master to address each module vould
consume an appreciable fraction of the time betwcen
beam bursts (more than 2 ms out of 7.8 ms available).
Introduction of the "MEGAblock” readout scheme by
Phillips Sclentific, hovever, greatly reduced this
overhead. Modules in a single crate are daisy-chained
together wusing the Fastbus daisy-chain lines DLA/DRA
and DLB/DRB. Readout is started vith the first module
in the chain by t*he standard primary and secondaiy
address cycles. VWhei.. readout of the tirst module
completes, a "token" {s automatically passed to the
next daisy-chained module and it responds to the next
DS cycle from the master. The token is passed through
all modules until the the last module in the chain
signals "End Of Block" vhen data {s exhausted. Thus
it is possible to read the entire MEGA Fastbus system
vith only one setup overhead per crate. This reduces
the setup overhead from more than 2 ms less than
0.1 ms.

Setup time by

to

A prototype Phillips nonsparse latch has been
teceived for testing. Production units of this latch
and the TDC aie expected to be .eady by Fall 1987.

Crate Connection Architecture

The nine crate Fastbus system !s connected by a
combination of Segment Extenders (SEs) and Segment
Interconnects (SIs). SIs [6; are very flexible but
are relatively slov (see Table I) and expensive. SEs
[?7) are cheaper snd faster, but only allov chaining 7
crates together vith only the first crate alloved to
contain s Fastbus master. Figure 2  shovs the
architecture selected to provide a nine-crate system
vith the ninimal cost and readout overhead. A Master
crate contains the Fagtbus master, the FBBC link to
the ACP farm, an SE-hased "extended backplene” of six
Fastbus crates, and an SI connected to & secondary
crate. An SE-based "extended barkplane" goes from the
secondatry crate to provide the ninth crate. ADCs,
TDCs, and !atches may be in any of the 9 cruates.
Modules axpected to have the most data per beam burst
(such as nonsparse latches) will he placed in the
Master crate or the SE crates to reduce readovt :ime.

G

The GPM
designed at
Struck [9).
higher level

is a Motorola 6B0ON .based Fastbus master
CERN &1 manufactured by CES [8) and DK
It is pingrammable {n both assembler and
languages (FORTRAN and P#SCAL) using CERN
H6B000 Cross Softvare Tools [10j. Twvo RS2)2 ports are
ptovided for communication at speeds up to 19200 baud.
The "termline” is intended {or communication with the
tesident monitot wsoftivate, MONICA [11], while the
"hoxtiine" {a provided for communication vith the host

MicroVAX L1 computer, (A high speod patnlle]l port on
the GPM i not being used.)

In  the HEGA exper iment the  GFM '] hes
Intettupted via a Yront panel  NIH signal at end of

heam burst,  An optimized intertapt handler vill  rvead

data  from the Fauthus modules fnto Tocal memory waing
the MEGAblock wcheme,  An Tdle nade wvill be found  (an
described  below) and the menory will be block viditten
to the bdle ACE node thiough the 1B, Table T xhous
the  wpeede for teads and vidbtes afng the CPM o along
vith the deldays avsociated with S, Sk, andd othe
vlement s, Based  on these numbera, a typboal beam
burst of data (20 eventys  of  tant hytew  vach)  will
tegufoe approximately 2o mee ta et data Liom
memar e In Phi bV ips modalaes ta GEM memory  and



approximately 2.4 ms to dump the data to an ACP node.
This leaves roughly 2.9 ms per beam spill for polling
the ACP nodes, performing run control commands, and
other housekeeping chores.

has been
Based on these

A set of Pastbus standard subroutines
veitten {12} to run 1in the GPH.
routines and the CERN Remote Procedure Call softvare
{13), Pastbus operations may be carried out from the
MicroVAX II host at lov speed. A detailed design of
the high-speed data acquisition softvare for the GPM
has been completed and 1implementation started. A
design for Pastbus diagnostics is being wvorked on.

FBBC

The Fermilab Fasttus to Branch Bus Controller
(PBBC) [l4] vas designed for use by the CDF experiment
at Fermilab to interface Fastbus to the ACP
wicroprocessor farm. Branch Bus is an RS485 bus used
in the ACP system to connect multiple VME crates. The
FBBC 1is a Pastbus slave and Branch Bus master (only a
single master is alloved on the Branch Bus). The FBBC

is not a programmable device and thus requires an
intelligent master in Fastbus, like the GPM. As a
Fastbus slave the FBBC responds to block read and

viite requests from the GPM to the node selected in an
FBBC register. As a Branch Bus master, the FBBC
inftiates arbitration cycles for use of the VHE bus {n
the crate containing the specified node and performs
the requested read or vrite in blocks of 256 ovytes.
The FBBC 1s specified to have a transfer rate of 20

MB/sec, but ve have as yet been unable to measure its
gpeed in our systen.

The FBBC is not commercially man:factuied. Ve
have fabricated tvo vire-wrap modules and with

assistance from Fermilab are in the process of testing
then.

Non-Fastbus Data Sources

In additfon to the high-speed data stream
described above, lov-speed data vill be acquired from
CAMAC into the host microVAX 1I. The majority of the
lov-spced data will be scalers read every few seconds.
In addition, a stand-alone computer will be used to
monitor votages, currents, and temperatures in the
system. This  Environmental Monitor will be
periodically read through CAMAC. Since scaler and
evironmental data s not assoclated witn specitic
Fasthus events, the da.a is simply wvritten to tape by
the MicroVAX Il as it is received from CAMAC.

ACP System

The Feimilab Advance Computer  Program (2] han
developed hardvare and softvare to allov inexpensive
use of poverful 32-bit micropcocessors for otf-line
analysis ol high energy physivs data. The system
exploits the "trivial paiallelism” of high energy
physics data: events are independsnt of each other,
alloving all calculations on a single event to be done
completely vithin a single node. Thus vhile the ACP
system {8 a  "parallel processot™  system, no
communication betveen the nodes s tequived.

In a standatd ACP system the uset partitions his
program into an  input/sutput  section to tun in the
host VAX and a compute Intensive sectlon that tuns  in
the nodes, Code that tuns In the nodes must be pure
FORTRAN?? o1 be  specially wiltien In a  language
acceptable  to the nodet.  Code {n the VAX teads data
fiom tape, passes events to nodes, procedtes  teturned
data, and (at end of tun)  sume ALy counterw ot
histograms that may be in  the nodoeys, Node  code
pes foamn caleutations on the butters of data sent from
the VAX and may r1etuin bulters  of calealated
quantit be,

Hardvare
The MEGA experiment uses the standard ACP
hardvare as manufactured by Omnibyte [15). Figure 3
shovs the layout that vill be used.
GPM
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system for MEGA. The

{ e 3 - layout of the ACP
amae A VME crates, but only to

QBBC and BBTs are {a the
obtaii pover.

The nodes consist of 16 HMHz Motorola 68020
microprocessors with 68881 fleating point coprocessors
and 2 MB of nemory. Up to 15 such ncdes may be placed
in each VME crate. A BVI (Branch Bus to VHME
Intetface) in each crate serves as a "crate
controller® from the Branch Bus. Tvo BVIs aie
requitred in each crate, since one Branch Bus connects
to the FRBC and the othetr connects to the MicroVAX IT,
The MicroVAX connection also tequires a QBBC ((Q-bus to
Branch Bus Connector) and a DRV]I1.VA. VRMs (VHE
Resource Module) are required in each cratc to allov
for HicroVAX polling of the nodes. BBTs are Branch
Bus tetminators,

and nodes
beon

Vo have tecetved conctol modules
from  Omniby*n, The hatdware has
extontively ovd har vorked very well,

ten
exet cfued
Saltwate

The ACP system supplies a Tihvmy ol softvare 1o
support - obf Tine  analysia ot data, but  daesy not

ditectly support data acquistition.  To learn  the  ACE
vyntem,  woeo have conver ted the of b line analynis oode
tor Experiment 777 at Beookhaven to ton on a standard
ACE wyutem, Bavoed  on this code ve have proliminny
pettarmanece figures for the procesaor boandq in o
ACE ayntem, For  the track  ftiading code, whiloh §-

dominated by integer operations, we measae 13y of the
pet formance ol a VAX RO Foo Fivtiey procedure.,



which are dominated by
as wmatrix inversion,
speed. No attempt has
code to take advantage

floating point operations such

ve measure 46X of a VAX 780's
been made yet to optimize the
of ACP node properties.

Por data sacquisition, the obvious soiution of
sending data from the GPM through the MicroVAX II to
thia ACP system at 3 MB/se: vill not wvork because of
bus satursetion in the MicroVAX. Hovever, ACP system
softvare may still be used without modification
because of the lov rate of filtered events in the MEGA
experiment from the ACP to the MicroVAX (24 KB/sec).

At start of run the MicroVAX sends each node a
*"dusmy® event, causing MEGA control code in the node
to run. The control code clears a mailbox vord in the
node’s memory and loops. valting for that word to
change in value. Vhen the GPM has a beam burst of
data, it reads the mailbox words in the nodes’
merories through the FBBC to find a ready node. It
dumps *he beam burst of data into a ready node and
then changes the mailbox word. The node then
processes the buffer, performing track reconstruction.
If sny good candidate events are found, the node
returns them to the MicroVAX and vaits for a dummy
event., If good candidate events are not found, the
node clears 1its mailbox vord and wvaits for more GPM
data.

the lov rate
The MicroVAX must poll the nodes

This scheme works only because of

into the MicroVAX.

to determine that they have data to be returned.
Howvever, at 12 events per second (24 KB/sec) the
polling overhead in the MicroVAX 1is acceptably lov.

GPH polling of the nodes is estimated to take 5-20
microgeconds [16] per node or 160-640 microseconds ‘o
poll all 32 nodes. Since the GPM will have
approximately 2.9 ms of idle time per beam burst, this
is acceptable.

The control softwvare in the ACP nodes builds
events from the block of data sent by the GPM and
passes them to the physics event reconstruction code.
The reconstruction code attempts to find an electron
and gamma ray in the detector with the appropriate

energies and geometry. The electron of interest |is
tracing out a helix in a 1.5 Tesla magnetic field. In
addition there are typically nine other electrons
circulating in the chamber from events that did not
fire the hardvare trigger. Thus the event
teconstruction is a complicated combinatoric problem.
The goal of the event veconstiuction is to reduce the

rate of data to tape by a tactor of at least 200,
Recongtruction of events genetated by MNouie Carlo
similations shov that the current algotithms can meet
this goal ir the time availahle in the ACP nodes, but
only {f beam intensity is reduced to half the desited
level. A second generation of development {s taking
place to speed up the algorithm and teduce its memory
requirements,

The control solftvate that tuns under  the ACP
system softvare has been written, This softwvare
handles the data flov ftem the GPH O thiough  the  ACE
node ) the IlctoVAX 1T, [t A« being tested nov
vithout ditect tnput frnm the GPM. When the  FBRC {«
fully debugged, texting vill be contipued vith data
from the GPM at the expocted experimental tateq,

MictoVAL 11 Syntem

diate dn the MictoVAX 11 proavides  the
tor tan control  and mondtoring the data,

(%4 el

interface

Intetfares ate alao necessary te the CUM,  ACE
CAAAC systems,
GPM Relatoed Softvare

The Micta¥%AX 1T can only  accew the oM and
Fauthue At Jow  apeeds due ta the BESE inte Lare,

i

Thus the MicroVAX will generally ship commands to the
GPM, for execution by GPM code. Run contiol and
diagnostic commands from the MicroVAX will be
implemented via the CERN-developed Remotc Procedure
Call (RPC) package (13, which 1is currently being
adapted for use.
ACP Related Softvare

A single process is required in the MicroVAX Il
te communicate with the ACP nodes. This procecs is
used to send dummy avents to the nodes and recejve
good candidate events back for taping and distribution
to other processes that wish to inspect the events.
In addition this process is responszible for properly
starting and ending runs in the ACF system,

This software has been written and is being
tested vith the ACP node software described above. Ve
have measured the maximum tape writing cpeed to be 90
KB/sec for 1600 bit per inch tapes st 75 inches per
second tape speed and estimate the speed will be in
excess of 140 XB/sec for the 6250 bpi, 45 ips tape
drives we plan to use. The maximum speed of
interprocess event distribution has been measured on a
MicroVAX II to be 350 KB/sec. These bandvidths are
well in excess of the expected data rate of 24 KB/sec.

0 System

The Q system [4]) is the standard data acquisition
package at LAMPF used for CAMAC data acquisition. In
the MFGA experiment Q 1is ured as the Master run
contioller, the data acquisition system for CAMAC
data, and as the manager of output tape writing,
mcrging CAMAC and Fastbus data into a single data
stream.

No modifications tn the Q system were raquired to

support the MEGA  experiment. A fev ainov
modifications to ¢ may be made to simplify some
operations for MECA.
Summary
An engineering run with a partial detector |is

scheduled for Fall of 1987. The run vill test tte
response of Phillips TDCs and nonsparse latches. the
performance of SEs and SIs, and the data path from
Fastbus through the ACP system to the HicroVAX 1II.

Debuzging of the GPH and FBBC is currently in
progress,
Softvare development for the GPM, P nodes, and

MicroVAX II host is In progress and vill be teady {o1
use by the Fall run.

Production data taking will starc in late [7RA.
*Supported hy U, 5,
vV 7405 BNG 16,

Departmoent of Energy Contract

*+Supported by U, S, NSF Grant PHY B4 11168,
sarsupported by U 50 Department of Energy Grant
DE FGOZ BIFRADILY,
Reterendces

1] The MEGA experiment fo LAMPE  Proaposal 900
and I W ocollabaration of  Los  Alamos
National Laboratory, Princeton Untversatty,
The Undverstty of Caltfornta at Los Angele,
Thoe ntveratty of Chitoagn, The Undverbty ol
Houstaon,  The Unfverslty  of  Vitginia, The
thidversity of Uyaming, Stanford  Undversjty,
Tera A A M tndversdty, Valparaio
Ur by sttty and Yale Hnivergity,

[0 Gaines, ot al., "t ol the Feamflab
Acvane ed Coampat e rogram
Moltd Mbcroprareaann a an On Tine Ty dgpe



3]

(4]

(5]

(71

i8]

(91

(10]

(1]

(12]

(13]

[14]

(15]

(16]

Processor,™ IEEE Transactions on Nuclear
Science, vol. N§-32, pp. 1397-1404, “August
1985.

H. Muller, "Online Fastbus Processor for
LEP,"  Proceedings of the Conference on
Coaouting In High Energy Fhysics, Amsterdanm,

etherlands, T985.

M. A. Oothoudt, <or. al., "Design of the
RSX-11M Q System,” LFREE Transactions on

Nuclesr Science, vol. N5-25,” pp. 3724-3730,
October 1381

Phillips Sclertific, 305 Island  Road,
Mahvah, Nawv Jerser 07430.

IBFE  Standard FASTBUS Modular High-Speed
Data AcgutsTTicn and Control System. New

York: . , Ap. E.

D. R. Machen, *The Fastbus Segment
Extension," in Proceedings of the Fastbus
Software VWorkshop, 1985, pp. 145-158.

Creative Electronic Systems S.A., Case
Pcstale 122, 1213 Petit-lancy, Switzerland.

DR. B. Struck, Hauptstrasse 95, D 2000
Tangs.edt, Hamburg, Federal Republic of
Germany.

J. D. Blake, Us: of Microprocessor Cross
Softvare under Tix ‘W__S”L, CERN Internal
report, CERN/DD73v-LH-9]

H. Von Eicken, MONICA a Symbulic Debugging
Monitor for the M88000" (User manual in

preparation), DD-Di-{slon, CERN, 198¢

T. Kozlowsxi and V. M. Foreman, "An
Implementation of the New TJEEE Standaid
Routines for Fasihus," presented at the IEEE
Corference on Real-time Computer
App.ications in Nucleai, Particle und Plasma
Phgslcs, San Francisco, Ca., May 12-14,
1987.

T. J. Berners-Lee and A. Pastore, RPC Users
Manual. Geneva, Sv‘tzerland: CERN DD/0C,
TBLZRPCCMAN, March 31, 1987.

M. warvill, E%ST§Q§ To ?%?ggh Bus Contggllez
(FBBC) Preliminary Specillcation. “Fermilah,
CDFa33, §_ept.17a_,]l§£3. T

Omnibyte Cotrporation, 24% VWest Roosevelt
Road, Vest Chicago, 1l. 60185,

\

M. Larvill, Fermilab, ptivate commenicat;on.



