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Abstract

Controlling the nsage of computer systems, particularly those op
crated for the federil goversiment, is an unportant topic today. Audit
requirements have grown to the point where they can be a significant
burden to the proprictors of the system. The paper briefly mentions
several proposals for responding to inereased andit requirements and
for momtoring a system to detect unauthorized activity. A techmgue
is proposed for situations where the proseribed or the intended activ-
ity can be characterized in terms of program or system performance
parameters. The design of o usage monitoring system is outlined. The
design s based on enhancing the audit dada provided by the maoni
tored system, capturing the andit data in aseparate system to protect
it from user aceess, and implementing one of the audit cail analysis
systems currently under development.

101 Kiss you, that is a psychological intecaction

On the othee hand, 0D hit you over the head with a brick, that i
also a psyeliological interaction,

The ditlerenee s that one is tricndly and the other is not so friendly,
Phe crncial point is if you can tell which is which.
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Introduction

Controlling the usage of computer systems, particularly those onerated for
the federal government, is an important topic today. Agencies of the gov
ernment [DOE 87,DOD 87] are pushing their own computing organizations
and those of their contractors to implement audit trailing mechanisms that
provide more and more detail. Security oflicers are being directed to process
the resulting larger volumes of audit data within already constrained bud
gets, They are also being directed to implement additional, more stringent
controls on system usage. These legitimate control requirements imposed
by the system’s sponsors force the security officer to devote a larger fraction
of his or her resources to the audit function. This leaves fewer resources for
designing and implementing wore effective security controls, and makes the
activities of the security officer increasingly reactive,

Audit requirements have now grown to the point where they can be a
significant burden to the proprietors of the system. For example, a proto.
type implementation project at the Mitre Corporation [PICC 87], measured
normal audit trail volume from a secure workstation at approximately 7
Mbytes per user per day. In the worst case (o heavily used workstation),
this rose to almost 136 Mbytes per user per day. ‘There is no reason to
suspect that these ligures are unusually high. Making effective use of this
volume of andit information would be difficult if only one workstation were
involved. At asite with hundreds or thousands of workstations, effective use
of this volume of datais infeasible without antomated tools and substantial
computing power.

Auditing has also become a subject of interest in the research com
munity, Anderson [ANDE 881 has characterized to problem of monitoring
and surveillance of computer systems, and a number of tools have heen
proposed to assist the security oflicer in dealing with the increased vol
mine of andit trail data. These have included expert systems for reading
and digesting audit trails [BROW SETRW 85], and more elaborate systems
[DENN SGLUNT 85] intended to deteet intrusions by outsiders or devia
tons from established patterns by insiders. The idea underlying these de
sipns s that a nser’s deviation from established patterns may foreshadow the
hepinning of unanthorized activities that should be investigated, watched,
or stopped. A deviation from establisked patterns mipht also signily the
presence of o masquerader, & person who has gained aceess using someone
olse’s identification and authentication data.

One interesting, response [CLYD 8¢ te the need for better control of



system usage is the proposal to collect, analyze, and preserve everything  all
input keystrokes, all system calls, and all bytes transmitted on 1/0 channels.
Mr. Clyde reasons that if all bytes transmitted to or from the user are
collected, there will be a record of any infraction that a user might commit,
or at least of the actions the auser took to initiate the infraction. The crucial
point, of course, is whether you can recognize the unfriendly bytes when yon
see them. Clyde’s intention would be to provide expert toois to read this
mass of material to detect deviations from the user’s normal patterns,

Karger [KARG 87] presents an interesting and somewhat different ap-
proach. In a paper directed toward countering a specific threat (discre-
tionary trojan horses), but adaptable w the more general sitution of mon-
itoring and controlling the partially authorized insider, he suggests advance
analysis of the operating requirements of specific programs. ‘The shell or
command langnage interpreter used to execute the program then limits the
program to specific actions, files, or directories, as deemed appropriite based
on the prior analysis. If the program attempts to operate outside of the es-
tablished limits, the shell interrupts execution and asks the user what to do.
An analog of this process could be used to control the actions of individual
nsers. A usage profile would be created when cach user accouat is estab-
lished, Attempts to operate outside this profile would occasion additional
action by the sheli. The additional action might be increased auditing, an
alarm to the security officer, or prevention of the action.

Intrusion Detection

An intrusion in a system is an attempt by any person to perform actions
for which the person is not authorized. This intentionally broad definition
includes attempts to access the system by *outsiders” who can be thought of
as users who are not anthorized to perform any actions. It includes activities
hy “insiders™ who abuse their ability to access the system to perforin actions
for which they are not authorized. Tt also ineludes activities by insiders that
appear the same (in the audit record) as anthorized activities. Usipg the
word processor to write personal letters might fall into this category, The
terme Hnauthorized Activity refers to any action by a user that is outside the
scape of activities sanctioned by the svstem proprictors, It ight range from
atlempts to penetrate the system to simply misnsing progeams that have
heen provided with the system. Unanthorized activity does not necessanly
imply bypassing or spooling the system’s security controls.



As the examples in the previous paragraph suggest, detecting unautho-
rized activity may be very diflicult. Qutsiders who suceeed in getting on the
system use accounts (at least the first time that they succeed) that already
exist. ‘T'hat means they look like insiders, and they must do something very
nnusual to be spotted as intruders. Intrnders who intend system penetration
must necessarily take actions that are very unusual. If they are skilled their
actions will not result in any unusual andit trails. For example, they may be
skilled enough to “turn off” auditing, to cover their tracks in the audit trail,
oi to operate at a level far enough below the user interface of the operating
system where there is likely to be little or no auditing. Finally, intruders
who are overstepping or misusing their authority might not cause anything
strange to appear in their audit trail. For example, if a person is assigned
work that involves use of a spread-sheet calculator, and subsequently uses
the same program to manage their own personal investments, there may be
nothing unusual in the audit trail.

The proposals mentioned above, with the exception of the Karger and
Clyde proposals, all follow basically the same procedure. The system audit
trails are collected and analyzed to determine whether the activity shown
is “normal.” ‘The proposals differ in how they determine what constitutes
normal activity, The expert system proposals generally find an expert to
describe what abnormal activity might look like and then alarm any time a
pattern of activity fits the description. The difficulty with this approach is
that patterns not thought of by the expert will not be detected.

The SR Intrusion Detection Expert System attempts to be more uniform
in its treatment by adopting a heuristic approach. The program becowes
its own expert by constructing an activity profile of each system user. It
then examines subsequent andit trails to And deviations from the previously
constructed user profiles. This will successfully detect alarge elass of intru-
stons, particularly those involving abuses where the only indicator may be a
change in work habits. For example, a person who starts managing inyest
ments or running a personal business may do it at night to avoid enconnters
with the boss, However, if the intrusive activity is aleeady oceurring when
the auditing system is turned on, or if the deviations from normal activity
are small, the system will not find it

The Clyde proposal differs from the others only in that it does not rely
on the normal systens audit trails. Instead, the Clyde package collects its
own (much larger) set of it and performs the search for unusual activity
on that data, The colleeted data consists of all traflic over /0 channels

plus system ealls made by user processes, This anthor’s experiencee with



system penetrations would suggest that the activities necessary Lo penetrate
a system are somewhat more likely to appear in this data collection. Skilled
penetrators, in particular, might differ somewhat from normal system users,
in some systeins, in the system calls that their programs use. However, in
general, there is no reason to suppoue that, even if all the system calls are
examined, they would be recognized as unusual.

The common factor in all of the approaches described is that they depend
on being able to tell the difference between normal and abnormal activity.
Alinost all of them try to do this by lookiag at the standard system au-
dit trail. The audit trai! produced by most operating systems is a record
of events designed to facilitate customer billing and performance analysis.
Many items are also included tn allow users to diagnose the reasons for fail-
ure of specific jobs. In most systems, no information is specifically included
to facilitat~ detection of intrusions.

Audit trails used for security have two very diflerent purposes with dif-
fering information requirements. The first purpose is to detect intrusions
cither after the fact or while they are under way. Today the detection us
usually performed by a security officer reading the raw audit trail or a re-
duced version of it the next day. Success requires the ability to make the
distinction between legitimate and illegitim=te events. Neither the system
audit tradl nor the data collested under the Clyde proposal ordinarily con-
tains enough in‘ormation to make this distinction in an automated way. The
second purpose of security audit trails is to facilitute a damage assessment
after an intrasion has been discovered. The normal audit trail provided by
most operating systems is far more useful for this purpose than it is for de-
tecting intrusions. Even if a system provides sufficient audit data to detect
intrusions, it will still he necessary to collect the standard andit data to
stpport damage assessment.,

A Specific Problem

Any ol the systems deseribed above could be made more effective by en
hiineing or replacing the system audit trail with more useful data. A specific
problem will be deseribed helow that may be solvable by carefully choos
iy the data to e andite 1. However, even situations that do not satisfy
the constraints of this special case can be improved. Careful examination
of eiach sp cifie operating system will result in a small set of system pa
rameters that give aomueh hetter indieation of possible intrusion than the



performance, billing, and damnage assessment data normally collected.

For example, many carly penetration scenarios for Digital Equipment
VMS ! systemns depended on using various techniques to acquire privileges
that were not granted when the user signed on. Most of these intrusions
would be detected (not necessarily in real time) by auditing changes to
a process’s effective and permanent privilege masks. Unlortunately, these
changes do not produce audit records. For an example in a completely dif-
ferent system, consider CDC'’s NOS ? operating system. In NOS, many
parameters in a job's control point area, such as the reference address and
field length, should never change during any of the job's execution intervals.
If the operating system were modified to create an audit record any time
these parameters changed there would be a greater chance of detecting in-
trusions in real time. Similarly, system specific analysis of each operating
system will yield addresses, events, types of access, or process or systemn
flags that should be audited. Some items will enhance the ability of any
audit analysis mechanismn to detect unusual behavior, and some may even
serve as real-time indicators that a penctration is in progress.

This paper was originally motivated by trying to solve a specific prob-
lem that arises in export control. The problem is to allow installation of a
computer system at a specific site with the condition that it not be used to
solve problems in & given problem class. For the purposes of the problem
under discussion, it can be assumed that the site is not interested in run-
ning programs within the proscribed class, but some of the users might be
interested. ‘Thus, we can assume that the site management will not try to
subvert the protection system. This means that the physical security pro-
vided by the site can be used to protect the monitoring sys.em from physical
attack and that additional physical security is not needed. If, however, the
site management is not trusted, additional problems of physical security, in-
tegrity of the audit mechanism, and communications are introduced, which
are outside of the scope of this discussion.

With minor variations, this problem description also fits many commer-
cial and government sitnations. Any computer system dedicated to one or
a small number of applications could be monitored to detect whether those

'VMS is a ‘Trademark of Digital Equipment Corporation. Reference to VMS here is
not intenided as a dinparagement of the system in any way, YMS includes many security
features and has been rated (02 by the National Computer Security Center [NCSC 86),

INOS is a trademark of Control Data Corporation. NOS, like VMS, includes many
security features and has also received a 2 rating from the National Computer Security
Center [NCSC 86].
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applications or something clse is running.

With the definition of “intrusion™ given in the previous section, the prob-
lem is to detect an intrusion by a system insider: a user who appears to be
legitimate but who has gone beyond the authorization granted to him or her
for use of the system. Ilow to respond to a detected intrusion is not a part
of the problem considered here. The response policy must be dcvised by the
proprictors of the specific system and may vary from time to time. Possible
responses might include manual intcrvention by the security oflicer, termi-
nating the offending process immediately, or turning on additional auditing
capabilities for intelliger~~ collection.

The assumption that the site management can be trusted is valid in
many cases in export control. In particular, it is valid where a system is to
be delivered in a friendly country and export restrictions can be written that
allow for periodic inspections. This assumption allows for several simplifi-
cations in implementation. It is possible to choose mechanisms that make
use of physical security provided by the site and to ignore the fact that the
mechanism could be defeated given physical access to it. Thus, we assume
that physical access to the mechanism by the intruder is not a problemn and
we need only design the mechanism to prevent access using the monitor.d
system. For the same rcason, the capability of the system to respond can
be limited to local reporting of a suspected intrusion event, the mechanismn
need not be able to implement the entire response policy. Local notification
is sufficient if the security staff is able to complete the response.

Usage Monitoring

Our approach to solving the problem posed akove is to monitor the activity
on the machine by observing critical system parameters. If a pattern of
activity, detected as described below, appears that is characceristic of the
proscribed class of problems, an alarin is raised for response by the security
officer. As an alternative to declaring that a system must not process probh-
lems in a particular class, it would be possible to declare that all problems
processed must fall within a specified class. In the first case, an alarm would
be raised if processing was ever detected within the specified class. In the
second, the alarm would occur if processing ever left the specified class. In
hoth cases, the mechanism is basically the same,

The usage monitoring approach is based on the idea that system param-
oters such as volume of input, volume of output, paging rate, working set

=1



size, system calls used, mean time hetween system calls, and average pro-
gram counter value can be used to distinguish between different programs.
While this assertion has not been experimentally verified, and that should
be carefully done, the phenomenon is well known to people who remember
computers with lights on the console. Everyone hLas heard stories of opera-
tors who were so famili v with their particular computer system that they
could tell what job was running and what stage it was in by the way the
lights flashed and by the sounds the machine made. While modern comput-
ers no longer have flashing lights, it is asserted that particular programs can
still be detected by their differences in behavior as they run.

The idea can be carried one step further to assert that programs with
similar functions will have operating characteristics that are similar. This
is reasonable since programs that have reached the robustness and stability
required for production use tend to be continuous systems: small modifica-
tions to the program tend to produce small modifications in behavior. Thus,
two programs that solve hydrodynamics problems will have similar operat-
ing characteristics and would both be identifiable as a “hydro code” and not
mnistaken for the accounting program. Each such program has a “kernel”
that does the essential computation and a housekeeping portion that sets
up and controls the problem. Specifically, the assertion is that the kernel
will be distinguishable from the housekeeping code by its behavior, and that
kernels for different types of programs can be distinguished from each other.

We propose construction of a Machine Usage Mouitoring System (MUMS)
in three separate steps. First, an audit capture and analysis system is con-
structed and installed. Most of the techniques mentioned in the Introduztion
could be employed. Some sccurity requirements for the problem of interest
will be discussed in the next section.

Second, experiments need to be run on the monitored system or a similar
operating system where problems in the proscribed (or demanded) class are
being run. The experimental operating system has to be instrumented to
report internal cystem parameters of potential interest. After a number of
trials, a statistical analysis is performed to identify the system parameters
hest able to characterize the problem type to be identified.

Third, once the most useful system parameters have beea icentified, i
is necessary to modify the host operating system so that these paramaeters
are reported to the andit capture mechanism. In practice, the system would
be maodified to report many more parameters than those initially selected.
There are several reasons for this, ‘I'he selected set might not be exactly the
hest choiee for the operating system being audited, and enough flexibility



should be retained to change the parameters used if that proves advisable.
Second, it will almost certainly be desirable to add additional program pro-
files using different parameters at some later date. And finally, collection
ol more data than are actually used will make it more difficult for an in-
truder to defeat the system by controlling the performance paramecters of
the intrusive job.

As previously indicated, each operating system will have system or job
data that should remain unchanged for definable periods of time. Changes
to some of these critical data items might be direct indicators of an intrusion
in progress. The operating system should be modified to andit these critical
parameters as well.

Finally, the auditing granularity nced not be the entire machine. It may
not be acceptable merely to detect that the machine is doing something
outside the accepted list. It may often be necessary to discriminate accept-
able from unacceptable program behavior on a per user or per port basis.
Karger’s idea involved making the user shell a participant in responses to
unusual activity. One of the simplest ways to do this is to modify the shell to
report “interesting” information to the audit mechanism. The shell can then
become a participant by reporting information about its own identity and
activitics to the audit mechanism. The shell would also have to be modified
50 that it could respond to a few simple requests made over an interprocess
communication link from the audit mechanism to the shell.

Audit Capture

‘T’he basic sacurity requirement for the audit capture mechanism is that is
must collect all relevant audit messages issurd by the monitored system and
not allow dirert access to the records to any process operating on the audited
machine. The capture of andit records can be accomplished in several ways.
The simplest and most common way is for a system process that creates
audit messages to write them directly to a file or a predefined section to
disk kept on the system. Records created in this way may be subject to
modaification by a clever intreder, and it may be possible for the intruder to
corrupt or disable the mechanism that ereates the records.

A second method is to write the audit records to an autonomons system
vii a network connection of some sort. For example, the audit machine might
be connected to aterminal or network port on the monitored machine. If the
audit capture accepts only text or predefined messages from the monitored

9



systemn, it should be possible to protect the audit data from destruction or
modification by users operating on the monitored system. This method is
still susceptible to being turned ofl by a clever intruder. In the author’s
opinion, this is the minimum that must be done to provide a secure audit
mechanism.

A third possibility is to create a monitoring system that has direct hard-
ware connections to the monitored system. This would allow the mouitoring
system to perform the auditing functon directly and would not be suscepti-
ble to disruption by an intruder. This method, however desirable, requires
modification to the monitored system, and may, therefore, be too compli-
cated Lo implement in most cases.

We envision implementing the MUMS on a separate machine as in the
second method above. Disabling the audit mechanism is a potential prob-
lem, but the MUMS would be designed to alarm if a continuing flow of
audit messages were not received. This doesn’t solve the problem but does
require the intruder to be more sophisticated than to simply disable the an-
dit mechanism. Because of the assumption that the system proprictors can
be trusted, physical security beyond that provided for the monitored system
is not needed.

In addition to collecting audit data and analyzing it as it arrives, the
MUMS would provide several other facilities. For example, it will be neces-
sary to install, modify, and delete job or system profiles. It will be necessary
to be able to specily the response policy. Different deteeted incidents would
engender different responses. The capability to create new program profiles
would allow the system to grow with changing requirements in the monitored
system.

Conclusion

There is an inereas o interest today in controlling the usage of compuater
systems, The interest has boen extended from controlling who may use a
system to include controlling what they do with the system. The simple
response to this interest is to colleet more audit datac and to direct the
security oflicer to spend more time analyzing it However, this response is
sufliciently burdensome that it may resnlt in reduced securivy rather than
enhanced seeurity becanse effort must he diverted from other areas.

Three proposals have been disenssed that ean make anditing a more
effective tool in some situations,
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o Modify the operatiug system to audit internal state and performance
information selected for its ability to discriminate between anthorized
and unauthorized activities on the system.

e Sclect the operating system status data by creating behavioral pro-
files of authorized activities. Build the audit mechanism so that it is
able to profile jobs as they run and compare their profiles with those
previously constructed for authorized activities.

e Modify the user shell program or command languagze interpreter to
accept messages from the aundit mechanism so that it can become an
active part of the incident response mechanism.,

Together these proposals conld lead to a more automated, more effective
audit mechanism without forcing the security officer Lo allocate all available
effort to reading audit trails.
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