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LOS A.I.AMOS CCS FORMAL COHPUTER SECURITY MODEL

Jared S. Dreicer & William J. Hunteman
Center for Computer Security
Los Alamos National Laboratory

ABSTRACT

This paper provides a brief presentation of the formal
computer security model currently being developed at
the Los Alamos Department of Energy (DOE) Center for
Computer Security (CCS). The initial motivation for
this effort was the need to provide a method by which
DOE computer security policy implementation could be
tested and verified. The actual analytical model was a
result of tileintegration of current research in com-
puter security and previous modeling and research ex-
periences. The model is being developed to define a
generic view of the computer and network security
domains, to provide a theoretical basis for the design
of a security model, and to address the limitations of
present models. Formal mathematical models for com-
;Ltcr security have been designed and developed in con-
junction with attempts to build secure computer systems
since the early 70’s. The foundation of the Los Alamos
DOE CCS model is a series of functionally dependent
probability equations, relations, and expressions. The
mathematical basis appears to ke justified and is under-
g~,ingcontinued discrimination and evolution. We expect
to apply the model to the discipline of the Bell-
Lapadula abstract sets of oblects and subjects.

I~ODUCTION

Tk.ereare a number of goala for this paper: (1) to introduce the Los

Alamoa CCS (LACCS) model, (2) to present a brief introduction and cliscus-

sion of computer security, and (3) to discuss the future direction and

application of this work.

Other formal models have been developed; two of the most prominent

are the Beil & l~Padula und the SRI models. Although bcth of these models

have undergone scrutiny and analysis for years, it is generally agreed

that tl(eyare not useful In developing a secure ayntem.
1,2

However,

both the Bell & t,a~adula and the SRI models have provided in~lgllt Inlo the

development of multi-level secure systems. The LACCS model attemp~u to

allcv{ate the l{mltatlons of these other models.



Application of the formal models to securing a computer system re–

quires consideration of alL aspects of computer security. These aspects

include the traditional hardware and software, as well as, the operating

environment of the computer system.

cwm SECURITY

The fundamental objective of securing a computer system 1s to prevent

or deter unauthorized or unaccountable access to the system and the infor-

mation being processed or stored. This objective requires a holistic

approach to security that goes beyond the traditional hardware acd soft-

ware views of computer security. The vulnerabilities in the computer syst-

em hardware and software have received the most attention in previous

research work. This work has focused on evaluating the likelihood that a

given threat would be successful in exploiting hardware or software vul-

nerabilities.

However, ~he operating environment for the system provides a larger&——.

and possibly easier to exploit, range of vulnerabilities. The threat— ———

eKent’s goal is to achieve unauthorized disclosure, modification, or

destruction of information or hardware re~dless of where the vulnerabi_~--—--—.

ity exists. The LACCS model provides an integrated view of the system.

The model supports a globaL view of the system while addressing the threat

age~lt’sperspective.

The total environment of a secure computing system often receives

relatively little attention when considering threats against the

tion. Vulnerabilities in the operating environment (procedural

can contribute to vulnerabilities in some of the system security

Al)iams Extreme situations have been observed where n breakdown

procedures has negated many of the information protection mechun

Another nvenue of system attack for the thrent agent is the

informa-

saues)

mech-

in the

bma .

denial of

nuthorize~iupe of the computing syutem. The denl~l of use can bc achieved

thtollgha variety of tech~iquea. The introduction of faulty circuit bonrds

or rnlcrocode ral~deny use and poaslbly Cali!iephysical dmMIIIe Lo n Rystem.

SofLwnre rictlond, Lncluding Lhe Introduction of A virus, CAII cnufie n syRLcm

Lo bc Il[)retipons[veto its Iiscrsor fr,lsLrnLe Lhc il~crsw[Lh Llierc~(iLtiil~L

GII”c(:lLIIrILI.beHyHLcm !s I1OLu~ed IIIfIIIcffccllvc mnlincr.



U-seof the system can also be denied through a variety of techniques

that do not require access to the system hardware or software, The intro-

duction of commonly available chemicals into the heating or ventilation

system for the computer facility can result in the shutdown and evacuation

of the entire facility. Frequent false alarms, e.g., bomb threats and

fire alarms, can also have the effect of denying use of the system.

Threats resulting in the disclosure, modification, or destruction of

information can be achieved through a wide variety of operations specific

to the information sensitivity and the computing system beind attacked.

However, the standard manner in which moGt of the~e actions are accom-

plished ia primarily due to problems or difficulties in information man-

agement and the authorization, enforcement, and verification methodologies

employed in the system. Some specific DOE areas affected by the method-

ologies are

user authentication and authorization, e.g., personnel clearances,

physical access controls, and software mechanisms for authentica-

tion and authorization;

information management, e.g., configuration management of hardware

and software, discretionary and mandatory access controls, backup

of sensitive information, accountability, marking of objects, and

assurance testing;

consnunications, e.g., use of TEMPEST equipment and construction of

comnunlcations facilities; and

oper&tlng procedures, e.g., clearing and nanitization of storage

objects and reliable mnrk[ng of humsn redable output.

Previous work in computer security models, e.g., Bell & LaPaduln,
3

nnd other research have concentrated on authorization and classlficntlon

levels of lnformntion nod Information management. These models have not

incorporated the iasucn involved in defining the necessary necurr environ-

ment [or Llw ~y~lum. The l,ACCS model provideH a comprchenmlve frnmcwl)rk

for con~ldcrlng nll computer uecurity l~sues.



LACCS !#X!EL

In an analytical manner the LACCS model incorporates the computer

security concerns and issues briefly discussed in the introduction and the

previous section. Further, the LACCS model goes beyond simply character-

izing the DOE computer security policy; it addresses generic problems of

comFuter security.

In order to support the capability to consider “what-if” questions in

the computer security and network domain, a generic model is required.

This requirement is necessary due to the speed and frequency of technolog-

ical change in computer science research and the computer industry (hard-
L

ware and software). New computer system configurations and topologies,

conununication and design protocols, threats, vulnerabilities, and operat-

ing methodologies are continuously developed and utilized. The ability to

employ these technological developments or counter them depends on the

capability to determine their operational effectiveness.

The desire to apply the LACCS model to subjects and objects in terms

of the Bell-LaPadula model definition essentially requires mapping these

abstract sets to the equivalent abstraction in the IACCS model. However,

the perspective of the Bell-LaPadula model is fundamentally different, in

that it res’Jlt.sin an indication of whether or not the system state is

secure. The comprehensive system state is determined by the combination

of all the transition states. If each transition state is secure then the

resultlng system state iH secure, thic is known as the Basic Security

Theorem.
5

Security is defined in terms of the relationship between the

clearances of subjects and classifications of system objects. As long as

the rules and dominance rela~ion with respe:t to access control and man-

agement 1S observed, then security is maintained.

For the LACCS model, there are two perspectives associated with secu–

rity: the attacker’s (insider, agent, and hacker) and the defender’s

(computer system security officer). In terms of subjects and objects, the

attacker and defender, aa well as the functioning computer f!yetem, are alL

subjectn (acLive e’.ltftles)nnd the I.nformatlon resident on the computer

fiy~te,nla an object (paasLve entity).



The following probability equations and relations abstractly describe

the essential subsystem and interface components Frcm the standpoint of

the two security perspectives and flom a physical computer and network

systems outlook. Equation (1) results in a measure of the security ex-

pectancy for the modeled

se =l.O-De

system, the defender’s ultimate consideration.

Equation (1) is defined in terms of

composed of both active and passive

measure is the comprehensive result

(Se) and the damage expectancy (De)

(1)

subjects and objects, since D is
e

entities. The security expectancy

of the model. The security expectancy

for a system are inversely related.

Designers of a system are concerned with the security expectancy for

an actual or proposed system. Both system security developers and

attackers are interested in the damage expectancy for the fiystembut for

distinctly different reasons. Dmge expectancy is determined by threat

arrival, which is a concern for security developers and attackers, ~d

threat damage, which is a concern for system designers. Damage expectance

is principally related to subjects, but the subjects have objects as com–

ponent~, indicated in the following discussion. Eq~Mtion (2) demonstrates

the relation.

D = F(Tad, Td, Taa)
e

(2)

Threat arrival for defender (Tad) ia related to the penetrahiiity,

reaiativity, and discrimination reliability of the system to the entrance

of a threat element. Equation (3) depicts the factors that affect the

threat arrival.

T = F(T s Sr)
ad spa’ pts’ (3)

T is the survlvabilit.y OF the penetrating thrt’at,an active subject,
spa

before entering the system. S a subject, is tilepre-threat surviv-
pts’

ability of the system. Sr 1s the system reliahllity, a subject. Thefle

fnctors are dependent upou the tllrcaLacces~ mechanism, system implemt?ilLn-

tlon, nnd the sy~tem integrity.

5



Threat damage (Td) is dependent on the system’s vulnerabilities,

information sensitivity, mission criticality, and resilience to disclosure

and deterioration. These components are represented in Equation (4).

‘d
= F(Vn, Ic, MC. Srdi, Srdt) (4)

Vr,is the vulr,erability or hardness of the system; this is an object.

Ic is the highest classification of information resident on the system;

this is an object. M is a measure of the national importance of the sys-

tem; this is an object. Srdi and Srdt are indicators of the capacity

of the system to limit information exposure and recover from deteriora-

tion. These factors result from the integration of subjects and objects.

Threat arrival for attacker (Taa) is determined by the penetration

initiation, success, and potential. Equation (5) presents the relation.

T = F(T T T
aa atp’ p/a’ hla)

(5)

T is a threat attempt, a subject. T
atp

is a threat penetration
pla

given an attempt, a subject. Thla, a subject, is the harm that results

from a succel?sful penetration attempt. These components are dependent on

the threat prevention and access mechanisms and the type and implementa–

tion methodology. The interpretation of Taa can range from representing

a system that has been destroyed (Taa = 1.0) to one that has been harmed

(0.0 <Taa < 1.0).

CONCLUS1ON

The LACCS model was recently formulated and is in the process of

examination and refinement. The model has undergone several modifications

to better conform to the computer and network domain. It iR the intention

of the authors to demonstrate the model as a top-Level definition of a

secure system. Further work will identify the similarities and differ-

ences between the Bell-La?adula objects and ~ubjectB and the LACCS model

terminology. Additional work is planned to apply the LACCS model to the

development nnd review of secure aystema and networks.
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