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POOR MAN'S DENSITOMETRY

S.-T. Hsue and R. Zhu
Los Alamos National Laboratory

Los Alamos, NM 87545

ABSTRACT

We have developed two rovel methods of determining
plutonium concentrations (and isotopic distributicn) that re-
quire g external radioactive sources or x-ray generators but
rely only on the natural radiation from the plutonium. The
methods are ideally suited to assay reasonably pure plutonium
solutions, such as product solutions of reprocessing plants and
eluate soluiions frorn anion exchange columns. The methods
can be applied to0 aged or freshly separated plutonium and can
be used to measiwe plutonium concentrations in pipes or tanks.
Because these methods do not require expensive equipment,
we call them "Poor Man's Densitomerry."

INTRODUCTION

An accurate measurement of plutonium concentration in a
sample is always necessary for nuclear material control and
accounting. This paper discusses two novel methods of de-
termining plutonium congcentration (and isotopic distribution)
that require no external radioactive sources or x-ray generators
but rely only on natural radiation. The methods are ideally
suited to assay reasonably pure plutonium solutions, such as
the product solutions of reprocessing plants and the eluate
solutions from anion exchange columns. The methods can be
applied to aged or freshly separated plutonium and can be used
to measure plutonium concentrations in pipe:s or tanks.

The experimental work presented in this paper arises from
an attempt to get as much information as possible from the
natural radiation emitted by plutonivm. There are several non-
destructive assay (NDA) methods to determine the plutonium
isotopic distribution,! which are highly successful with assay
precision and accuracy approaching that of mass spectrometry.
The question is, "Can the concentration also be determined
from the natu.al radiation?”

Three NDA methods have been employed in the past to
assay the pluterium concentration: (a) the passive counting
technique,? (b) x-ray fluorescence,d and (¢) absorption-edge
densitometry.4 For a wide concentration range (for example,
5 /L. to 300 g/L), both the passive-counting and the x-ray

fluorescence techniques require correction for the sample at-
tenuation. This is usually accomplished by measuring the
transmission of one or more gamma peaks from external
source(s) through the solution. Both methods are also sensi-
tive to rate loss variations in the counting rate; the rate loss
correction is usually accomplished by monitoring the emission
rate of a gamma ray from another external source.
Absorption-edge densitometry measures the transmission
above and below the edge; either radioactive sources or an x-
ray generator is used to provide the source for the transmission
measurement. In short, all existing NDA techniques require
external radiation sources,

The purpose of this work is to explore the methods of
determining the plutonium concentration from the gamma rays
and x-rays emitted by plutonium without relying on external
sources. Two methods have been developed: the densitome-
try method and the ratio method. In this paper, we discuss the
experimental proofs of principle of these two methods with
low-burnup samples. We also discuss the properties of these
two techniques. Finally, we discuss the potential application
of these techniques.

FIRST NOVEL METHOD--DENSITOMETRY

The first method of plutonium concentration determination
without external sources utilizes the MGA2 isotopic program
developed by R. Gunnink of Lawrence Livermore National
Laboratory.5 In MGA?2, a relative efficiency curve is fitted
with 10 peaks (59, 94, 101, 103, 110, 129, 148, 165, 203,
and 208 keV) from 59 keV to 208 keV, including the dis-
continuity at the plutonium K-absorption edge at 121.8 keV.
Detaiied discussion of the method can be found in Ref. S,
For a fixed-solution sample thickness, the magnitude of the
discontinuity should be proportional to the plutonium concen-
tration.

To test this hypothesis, a set of low-burnup plutonium
solutions was prepared with concentrations ranging trom 1(X)
to 320 g/L. Each sample contained 18 mL of plutonium
solution with a sample thickness of 1.772 ¢m in a cylindrical
(3.5-cm-diam) vial. The solution wus viewed by un



up-looking LEPS detector with a 2-cm3 active volume. The
experimental setup is shown in Fig. 1. The measurement time
tor each sample to was 10000 s, and was repeated eight
times. The error quoted in this work is the standard deviation
of the repeated runs. The results, shown in the top part of the
Table I. indicate that the plutonium concentration could be
determined reasonably well by the K-edge discontinuity deter-
mined by MGA2. Encouraged by the results, another four
samples with the same isotopic distribution but different con-
centrations were prepared. These samples were measured in a
second setup somewhai different from the first, shown in
Fig. 2; the sample-to-detector distance was different, and the
low-Z absorber between the solution and detector was also
different. The results, shown in the bottom part of Table I,
were in good agreement with the first four samples with the
exception of the two samples with <30 g/L.

We found that the discontinuity is proportional to the plu-
tonium concentration for a fixed sample thickness. Excluding
the two samples with <30 g/L concentrations, the plutonium
concentration can be determined by this method to 1.9% with a
precision of ~1.5% in a 10 000-s assay. The rationale for ex-
cluding these two samples is that this method is similar to the
regular densitometry method,* which loses precision rapidly
below 30 g/L. The 21% bias from this method could be due

SAMPLE:
1&-mL SOLUTION IN
3.18-cm-DIAM VIAL
DOUBLY CONTAINED

GLOVE-BOX WALL:
0.84 ¢m LUCITE

SAMPLE DETECTOR:
.8 cm
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NONE

ABSORBER:
0.078-cm CADMIUM
0.028-cm COPPER

GLOVE BOX
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Fig. 1. First experimental setup for the measurement.
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Fig. 2. Second expenimental setup for the measure-
ment.

to the u values used in the MGAZ2: different tabulations give
different U values by seveial percent.6-8 Another possible
explanation of the bias could be due to the simplified model
used in the MGA2 code to account for the absorption in the
three-dimensional solution.

We should also mention that the MGA2 program was
developed specifically to determine plutonium isotopic distri-
bution and is therefore not optimized for concentration deter-
mination. If the program is tailored to concentration determi-
nation, both the method's bias anc precision could improve.

SECOND NOVEL METHOD--RATIO METHOD

While the densitometry method can be used to determine
the plutonium concentration, the assay time required is reia-
tively long. The second method utilizes the ratio of a pair of
gamma- or x-ray peaks--one above the K-absorption edge and
one below the edge so that the absorption coefficients are sub-
stantially different. The u values for plutonium of the 129-
keV gamma (239Pu) and the i 11-keV x ray (UKp from 239Py
and 241Pu) differ by 2.2 cm2/g. Because of the substantial
difference in the p values, the ratio cf the 111/129 peak in-
tensities is a strong function of the plutonium concentration,
For a fixed-solution thickness, this function can be used to
determine th* plutonium concentration. These two peaks are
selected for low-burnup plutonium because they bracket the
plutonium K-absorption edge and are only 18 keV apart; other
peak pairs can also be selected, but the further apart they are in
energy, the more sensitive the ratio will be 10 matnix
variations. A typical plutonium spectrum in this energy range
is shown in Fig. 3. Observe that the UKpy and UKy peaks
are well separated from the other peaks, and the sum ot the
these two peaks is used for the 111 x ray peak.

Experimental Results

To test this method, the 111 net peak area and the 129 net
peak area from the previous experimental data were also
extracted with the MGA2 code. The experimental 111,129
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Fig. 3. Typical spectrum from low-burnup plutonium solution in the 94-
keV o 129-keV region.

rato as a function of the plutoniuni concentration are plotted in
Fig. 4. The data can te fitted well with a quadratic curve.
The average deviation from the curve is 0.26% for concentra-
tions from 10 g/L to 300 g/L, and the deviation would be
<0.2% if we exclude the data from the tilted sample (tilted with
respect to the outer vial and. therefore, to the detector). We
should emphasize that no normalization or adjustment is re-
quired between the data from the two different experimental
setups. Figure S shows the precision from the ratio method
as well as from the previous densitometry method. In general,
thie precision for the ratio method is a factor of 10 better than
the densitometry method. Observe that the precision of the
ratio method at 12 g/L is still reasonable--0.8% for a
10 000-s assay or 2.5% for a 1 000-s assay--indicating that
the ratio method has a broader useful dynamic range when
compared with the densitometry method.

The ratio method should be less sensitive to geometry
changes because many factors that affect the absolute counting
are cancelled in the ratio method. To test this hypothesis, an
experiment was carned outto meusure the 111/129 ratio as a
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Fig. 4. The mcasured 111/129 ranos from two dilferert experimental
seups. The sample-to-deiector distance was 8.9 cm tor the liest setup and
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Fig. 5. Precision of the ratio mcthod and the densitometry method. The
precision is obiained from the repeatability of eight 10 000-s runs.

funcuon of the sample-to-detector distance. Measurements
were made at 2.5-cm increments. The results are summanzed
in Fig. 6. We observe that the measured ratio remains con-
stant within the experimental precision beyond 7 cm when the
diameter of the solution vial is 3.5 cm. Therefore, if the sam-
ple-to-detector distance exceeds 2 times the sample diameter,
the ratio remains the same, but the measurement precision does
degrade as the sample-to-detector distance increases.

Mathematical Model
To understand the behavior of the ratio technique, a simple
model has been developed. [n this model, the detector is as-

sumed to be far away from the solution sample as shown in
Fig. 7.

p = density of plutonium in g/cm3,
My K129 = mass absorption voefficients cf pluto-
nium.
m m
Hie Mz = mass absorption coefficients of matrix.
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Fig. 7. Simple mathematical model of the measurement.

p

m density of matrix.

€11 Siag = detection efficiencies.

fe. o, fo. 1. © weight fractions of plutonium isotopes.

[
i

g9 = Y/s-g of "39Pu.

Xg, X9, X0, X, X2 = x/s-g of K (111 keV) of plutonium
isotopes.

A = cross-sectional arca.

Detection of 129-keV gamma ray:

L

[(129) = €129 p B9 fy AI exp [+ (H129 P + KT29 Pm )X dx

[
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The above expression is correct tor the far-tield approxima-
tion. The more accurate expression is given below, where
CF(AT) is the correction factor tor attenuation.

. o AL ——doe o
129) = €129 P 8y fo ALzt

Similarly, detection of 111-keV x ray:
= . {
1t =g oL ( ; X; f')ACF(AT)m .

The ratio 111:129 is

X fi
A _ e CF(AT)y29
1(129) g9 fy CE(AT °

where K = —LLH .
€129

ckeo (1o fire L B0 ). CFADIx
fo x9 fo xo CF(AT1; '

where K* =228l
B9 €19

CF(AT)

= K* + CF(ISO) * CF(AT)1

where the CF(ISO) is the isotopic correction factor.

To test the validity of the model, we have calculated the
correction factors using the simple far-field slab approximation
with the sample thickness of 1.772 ¢m and a 3-M-HCl matnx.
The compariscn between the model and the expevimental data
is summarized in Fig. 8. This simple model ca.. reproduce
the quadratic fit between the ratio and the concentration, bt
there is ~3% deviation from 10 g/L to 300 g/L. This devia-
tion could be due to the W vaiues® used in the model, or it
could be due 10 a far-field approximation used to calculate the
correction factors. Although the model cannot predict the ¢x-
perimental data accurately, it is sutficient to be used tfor para-
matric studies.

Ratio vs Sample Thickness. This model has been
used to calculate the ratio of 111/129 as a function of solution
thickness. The results of the calculation are shown in Fig. 9.
Observe that for 1-¢m solution thickness, the ratio vy concen-
tration is almost u straight line, but the rutio is not very senw-
tive to the concentration vaniations. For thicker xamples, the
response 1s no longer a straight line, but the ratio 18 more sen-
siive to the plutonium concentration,
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Ratio vs Acid Molarity. The same mode! is used to
:alculate the ratio when the acid molarity changes. Three
molar HC1 wus considered the reference case, and calculations
were performed for 1-M, 6-M, and 9-M solutions. The results
are summanzed in Fig. 10. The ratio is not very sensitive to
the acid molanty vanations: from 1- to 9-M acid. the ratio
~hanges <0.5% trom 0 to 300 g/L. This is reasonable be-
cause 111 and 129 are only 18 keV apan, and the u values of
the low-Z matrix do not change much from 1.1 keV to
129 ke V. therefore, the ratio method is relatively insensitive to
low-Z matnix vanatons.

Ratio vs Medium-Z Matrix. Ths same model is used
to calculute the 111/129 intensity ratio when the amount of
medium-Z matnx varies. For our calculation, molybdenum
(Z = 40) is mixed into the solution. Plutonium solution with
no molybdenum is used a the reference: different amounts of
molybdenum with respect to the plutonium concentration are
introduced, and the results are summarized in Fig. 11. As-
suming that we want to limut the bias to <(1.5%, we tound that

02 .
Oitfrert Acid Moiariy
o4k from 3 M M i
—— 13
63
........ -3
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0 100 200 300 400
Pu CONCENTRATION (g/L)
Fig. 10. The ratio as a function of the HNO7 acid molanity. Three-
molar HNO4 is used as the reference soluuon.
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Fig. 11. This figure shows the effect of mixing merium-Z matenial in
the matrix. Each curve shows the effect of mixing 4 fixed percentage of
molybdenum relative tn the plutonium in th2 solution. Percentage
difference is plotied against the plutonium coicentration using pure
plutonium soluuon as the reference.

the amount of molybdenum should be <6% of the piutonium
ranging from O '~ 300 g/L. I[f the plutonium concentration
range is more lirnited, then the wlerance of the medium-2Z
matrix variation is even greater.

Ratio vs High-Z Matrix. The plutonium product so-
lution of the reprocessing plant sometimes has a small amount
of uranium, and it is interesting to find out how sensitive the
ratio method is to the presence ot uranium. The results of the
calculation are shown in Fig. 12, Assuming again that we
want to limit the bias to <().5%. the anount of uranium should
be <3% for plutonium ranging trom 0 to 300 g/L.

Second Experiment

The previous experiment was carried out with low-burnup
plitonium solutions of the same isotopic distnbution. A sev-
ond experiment was carried out with vanous tsotopic distribu-
tions, Solutions with three different isotopic distributions,
ranging from 6% 240Py (0 12% 40Py, and 13 plutomium
concentrations were measured. The sample cells used were
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Fig. 12. The effect of the presence of uranium in plutonium solution.
Pure plutonium solution is considered the reference solution.

spectrophotomertric cells with a solution thickness of 2 cm and
a 2-cm diam that held 6 mL of solution; the detector was a
side-looking detector (also 2-cm3 active volume) located 7 cm
from the flat surfac of the cell. Each measurement consisted
of a 20 000-s assay repeated 4 to 8 times. The data are sum-
marized in Fig. 13. We shouid point out that some sample
solutions were freshly separated samples such that the 241Py
and 237U were not in equilibrium. The measured 111/129
ratio, correcied by dividing with the isotopic factor
(1 +f1/fg » xy/xg. where x;/xg9 = 118.58), is plotted against
the plutonium concentration in Fig. 13. The data can be fitted
well with a quadratic equation, indicadng that if the plutonium
isotopic distribution is known or measured, the 111/129 ratio
can be used to determine the plutonium concentrations.

SUMMARY

The ratio method has certain properties that are summa-
rized below:

* The method is insensitive to the sample-to-detector
distance, as long as the distance exceeds 2 times the
diameter of the sample. Precise positioning of the
sample vial with respect to the detector is not required.

¢ ltis insensitive to absolute detector-efficiency changes.
Therefore, less-frequent calibration is required for in-
plant instruments. Because the calibration includes
determining the response curve, once the sample size
and the detector are fixed, the response is fixed.
Therefore, an inspector can calibrate the system in a
host facility and employ the method for field inspec-
tion.

® The method is insensitive to low-Z matrix variations
and the insertion of low-Z absorbers; it is fairly insen-
sitive to the medium-Z matrix variations; and it is in-
sensitive to the small amount of high-Z matrix.
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Fig. 13. Experimental data from the second experiment in which the
plutonium isotopic cistribution is also allowed 10 vary. After
the isolupic distribution correction factor is applied, the 111/129
ratio is plotted against the plutonium concentrations.

®* The method does require a plutonium isotopic
measurement. The isotopic distribution can be deter-
mined simultaneously with the same detector and elec-
wronics. The method, therefore, is not for waste solu-
tions for which the isotopic measurement is difficult.

CONCLUSIONS AND APPLICATIONS

The main advantage of the two methods described is that
no external radioactive source or x-ray generator is required.
The experimental data in this work demonstrate that, for low-
bumup plutonium, the concentration can be determined by the
densitometry method to 1.9% from 50 g/L to 300 g/L.. For
similar bumup solutions, the ratio method can determine the
concentration to better than 1% from 10 g/L to 300 g/L.
However, these methods are not for all plutonium solutions; if
the solution is reasonably pure. the methods can be used to
determine the plutonium concentration. The product solution
of a reprocessing plant and the product solution from anion
exchange are ideal candidates for these methods.

Because the methods rely only on the natural radiation
from plutonium, the assay setup can be extremely simple, and
the methods have several important applications:

¢ They can be used by inspectors to verify the repro-
cessing plant product solutions (both the isotopics and
the concentration). The fact that the methods require
no external source is a tremendous operational conve-
nience.

They can be used to monitor plutonium isotopics and
concentration in pipes.

* The ratio method can be used to monitor plutonium

' | ations in tanks, We ubserve that
for thick samples, the plutonium concentration and the



111/129 ratio approaches a unique function. The
111/129 ratio vs thick samples are shown in Fig. 14.
Observe that the response between the 15-cm sample
and 20-cm sample is very nearly the same. In
Fig. 15, we use the response from a 100-cm sample
as the reference and calculate the differences berween
the response from a 15-, 20-, 25-, 30-, and 35-cm
sample from that of a 100-cm sample. Observe that the
difference is <0.1% between 35 cm and 100 cm for
the entire concentration range. This calculation indi-
cates that if the calibration was performed with 35-cm-
thick solutions, then the same calibration ca.1 work for
any solution thickness beyond 35 cm. Therefore, the
ratio method can be used to monitor tanks of plutonium
solution without drawing samples or building bypass
loops, which will make tank monitoring considerably
simpler.
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Fig. 14. The calculated 111/129 ratio vs concentration for thick-solution
samples. Observe that the 15-cm response and the 20-cm response are
nearly the same.
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Fig. 15. In this figure, the 100-cm-thick sample 1s considered the norm,
and the percent difference between other thicknesses is calculated against
that of the 100-cm sample.

If we use the far-field model, the 111/129 ratio for thick-
solution samples becomes

Emz xifi

I - i K129 P + KT29Pm
1029) €129 g89fs pyy; p + T Pm

This is somewhat similar to the enrichment principle? situation;
. . . . m
{'e major difference is that the matrix terms k129Pm and

H111Pm are not negligible with respect to the plutonium terms
K129P and H111P. In fact, in many cases, they are comparable
in magnitude. Therefore, when p varies (and because of the
substandally different gy29 and py) the ratio of mu times

density also changes, giving rise to different [{111)/1(129)
ratios.

In our future efforts, we will try to perform experiments
with high-burnup plutonium solutions and demonstrate the
applicability of thece methods. A tank-monitoring experiment
is also being planned.
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