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- PREFACE

This book is a. general reference on the theory and application of passive non-
destructive assay (NDA) techniques, or PANDA. It is part of a four-volume set on
nuclear material measurement and accountability sponsored by the US Nuclear Reg-
ulatory Commission (NRC). Although we discuss: a few active NDA techniques, they
have been treated in detail in another book in the NRC series authored by T. Gozani.

The book’s intended audience ranges from NDA neophytes to experienced practi-
tioners. While the majot motivation to write this book was prov1ded by the NRC,
there has long been a desire at Los Alamos to prepare a text of this kind. Many of the
techniques and instruments described herein were developed at-Los. Alamos and we
welcome the opportunity to describe the techniques more completely than is possible
in reports or. papers.

We hope that you will find this text a useful and lasting reference to the interesting
subject of passive NDA.

Doug Reilly, Norbert Ensslin, and Hastings Smith, Jr.
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Introduction

The term nondestructive assay (NDA) is applied to a series of measurement tech-
niques for nuclear fuel materials. The techniques measure radiation induced or emitted
spontaneously from the nuclear material; the measurements are nondestructive in that
they do not alter the physical or chemical state of the nuclear material. In some
cases, the emitted radiation is unique to the isotope(s) of interest and the radiation
intensity can often be related to the mass of the isotopes. Other techniques to mea-
sure nuclear material involve sampling the material and analyzing the sample with
destructive chemical procedures. NDA obviates the need for sampling, reduces oper-
ator exposure, and is much faster than chemical assay; unfortunately NDA is usually
less accurate than chemical assay. The development of NDA reflects a trend toward
automation and workforce reduction that is occurring throughout our society. NDA
measurements are applied in all fuel-cycle facilities for material accounting, process
control, criticality control, and perimeter monitoring.

The original impetus for NDA development was the need for increased nuclear
material safeguards. As safeguards agencies throughout the world needed more nu-
clear material measurements, it became clear that rapid measurement methods were
required that would not alter the state of nuclear material items. Development efforts
to address these needs were supported by the US Nuclear Regulatory Commission, the
Department of Energy, and the International Atomic Energy Agency. Rapid nonde-
structive measurement techniques are required by the safeguards inspectors who must
verify the inventories of nuclear material held throughout the world.

NDA techniques are characterized as passive or active depending on whether they
measure radiation from the spontaneous decay of the nuclear material or radiation
induced by an external source. This book emphasizes passive NDA techniques, al-
though certain active techniques like gamma-ray absorption densitometry and x-ray
fluorescence are discussed here because of their intimate relation to passive assay
techniques.

The principal NDA techniques are classified as gamma-ray assay, neutron assay,
and calorimetry. Gamma-ray assay techniques are treated in Chapters 1-10. Chapters
1-6 deal with basic subjects including the origin of gamma rays, gamma-ray interac-
tions, detectors, instrumentation, and general measurement principles. Chapters 7-10
cover applications to uranium enrichment, plutonium isotopic composition, absorption
densitometry, and x-ray fluorescence.
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Neutron assay techniques are the subject of Chapters 11-17. Chapters 11-13 cover
the origin of neutrons, neutron.interactions, and neutron detectors. Chapters 14-17
cover the theory and applications of total and coincidence neutron counting.

Chapter 18 deals with the assay of irradiated nuclear fuel, which uses both gamma-
ray and neutron assay techniques. Chapter 19 covers perimeter monitoring, which uses
gamma-ray and neutron detectors of high sensitivity to check that no unauthorized
nuclear material crosses a facility boundary. The subject of Chapter 20 is attribute and
semiquantitative measurements. The ‘goal of these measurements is a rapid verification
of the contents of nuclear material containers to assist physrcal 1nventory verifications.
Waste and holdup measurements ‘are also treated in this chapter Chapters 21 and 22
cover calorimetry theory and application, and Chapter 23 is'a brief application guide
to illustrate' which techniques can be used to solve certam measurement problems.
Appendlces A-C contain information on statrstrca] treatment of assay data, rad1at10n
safety, and on criticality safety.’
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.. The Origin of Gamma Rays

Douglas Reilly

1.1 GAMMA RAYS AND THE ELECTROMAGNETIC
SPECTRUM

Gamma rays are high-energy electromagnetic radiation emitted in the deexcitation
of the atomic nucleus. Electromagnetic radiation includes such diverse phenomena
as radio, television, microwaves, infrared radiation, light, ultraviolet radiation, x rays,
and gamma rays. These radiations all propagate through vacuum with ‘the speed of
light. They can be described as wave phenomena involving electric and magnetic field
oscillations analogous to mechanical oscillations such as water waves or sound. They
differ from each’ other only in the frequency 'of oscillation. Although given different
names, electromagnetic radiation actually forms a continuous spectrum from low-
frequency radio waves at a few cycles per second to gamma rays at 10'® Hz and
above (see Figure 1.1). The parameters used to describe an electromagnetic wave—
frequency, wavelength, and energy—are related and may be used interchangeably. It is
common practice to use frequency or wavelength for radio waves, color or wavelength
for light waves (including infrared and ultraviolet), and energy for x rays and gamma
rays.

Frequency Wavelength Energy .
(Hz) (meters) (electron Volts)
— Pl .
o] et | «—10°(1 MeV)
— X Rays : 10‘" .
16" — «—10° (1 keV) -
0 : Ultraviolet - .8
e S vvise sy Y0 oy (1 ev)
— [~ .5 .
12 Infrared : 10
102 i ™
] snort Redio waves |- 102
10 - —
T
1 Moganers 16" I\ SRRER(ERN -
] T
1 kilohertz 10"‘ ~—4 Llong Radio Waves :
- ‘ L 10’
10° - Power Lines 2

Fig. 1.1 The electromagnetic spectrum showing the
relationship between gamma rays, x rays,
light waves, and radio waves.
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Visible light is emitted during changes in the chemical state of elements and com-
pounds. These changes usually involve the outermost and least tightly bound atomic
electrons. The colors of the emitted light are characteristic of the radiating elements
and compounds and typically have energies of about 1 eV.* X rays and gamma rays
are very high energy light with overlapping energy ranges of 10 keV and above. X
rays are emitted during changes in the state of inner or more tightly bound electrons,
whereas gamma rays are emitted during changes in the state of nuclei. The energies
of the emitted radiations are characteristic of the radiating elements and nuclides.

Knowledge of these high-energy electromagnetic radiations began in Germany in
1895 with the discovery of x rays by Wilhelm Roentgen. After observing that a zinc
sulfide screen glowed when it was placed near a cathode-ray discharge tube, Roentgen
found that the radiation that caused the glow was dependent on the electrode materials
and the tube voltage, that it was not bent by electnc or.magnetic fields, and that it could
readlly penetrate dense matter. Natural radroactrvrty was discovered the following year
in France by Henri Becquerel who observed that uranium salts gave off a natural
radxatlon that could expose Or blacken a photographlc plate Whlle studying these
phenomena Mane and Pierre Curie isolated and. identified the radloactlve elements
polomum and radlum They determmed that the phenomena were charactenstlc of the
element, not its chemlcal form.

These “radloactlve rays” were intensely studled in many laboratones In 1899
in England Emest Rutherford discovered that 95% of the radiation was effectively
stopped by 0. 02 mm. of alummum and 50% of the remammg radiation was stopped
by 5 mm of alumrnum or 1.5 mm of copper. . ‘Rutherford named the first component
“alpha” .and the second more penetrating radlatlon, “beta.” Both of these radiations
were deflected by electric ‘and magnetic fields, though in opposrte directions; this
fact indicated that the radiations carried electrical charge. In 1900 Paul Villard and
Henri Becquerel noted' that a photographic plate was affected by radioactive materials
even when the plate was shielded by 20 cm of iron or 2 to 3 cm of lead. They
also noted that this penetrating radiation showed no magnetic deflection. In 1903
Rutherford named this component “nga” and stated that “gamma rays are probably
like Roentgen rays.” Thus the three major radiations were identified and named for
the first three letters of the Greek alphabet o; B and 7.

As indicated by the brief' descnptron of their discovery, gamma rays often accom-
pany the spontaneous alpha or beta decay of unstable nuclei. X rays are identical to
gamma rays except that they are emitted durlng rearrangement of the atomic elec-
tron structure rather than changes in nuclear structure. X-ray energies are unique to
each element but the same for different isotopes of one element. They frequently
accompany nuclear decay processes which disrupt the atomic electron shell.

* The electron volt (€V) is a unit of energy equal to the kmetlc energy gained by an electron
accelerated through a potential difference of 1 V; 1 eV equals 1.602 x 10~? J. This small
unit and the multiple units keV (103 eV) and MeV (106 eV) are useful for describing atomic
and molecular phenomena. k
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Gamma rays from spontaneous nuclear decay are emitted with a rate and energy
(color) spectrum that is unique to the nuclear species that is decaying. This uniqueness
provides the basis for most gamma-ray assay techniques: by counting the number of
gamma rays emitted with a specific energy, it is possible to determine the number of
nuclei that emit that characteristic radiation. ‘

1.2 CHARACTERISTICS OF NUCLEAR DECAY
1.2.1 Nuclear Decay Procésses: Genefal

The atomic nucleus is assumed to be a bound configuration of protons and neutrons.
Protoris and neutrons have nearly the same mass and differ principally in charge:
protons have a positive charge of 1 and neutrons are electrically neutral. Different
elements have nuclei with different numbers of neutrons and protons. The number of
protons in the nucleus is called the atomic number and given the symbol Z. In the
neutral atom, the number of protons is equal to the number of electrons. The number
of neutrons in the nucleus is given the symbol N. The total number of nucleons
(protons and neutrons) in the nucleus is called:the atomic mass number and given the
symbol A (A =7Z + N). ‘

For all nuclear decay processes, the number of unstable nuclei of a given species
is found to diminish exponentially with time:

n=ng e At Q-1
where n = number of nuclei of a given species at time t
ng = number of nuclei att =0
A = decay constant, the parameter characterizing the exponential.

Each nuclear species has a characteristic decay constant. Radioactive decay is most
commonly discussed in terms of the nuclear half-life, T,,5, which is related to the
decay constant by

T1/2 = (£n 2)//\ . . (1-2)

The half-life is the time necessary for the number of unstable nuclei of one species to
diminish by one-half. (Half-lives are commonly tabulated in nuclear data tables). The
decay rate or specific activity can be represented in terms of the half-life as follows:

16
R= 1.32 x 10 (1-3)
ATy
where R = rate in decays per second per gram
A = atomic weight

Ty/2 half-life in years.

Equation 1-3 is often used to estimate the activity per gram of a sample.




4 \ Douglas Reilly

An alpha or beta decay of a given nuclear species is not always accompanied
by gamma-ray emission. The fraction of decays that is accompanied by the emission
of a specific energy gamma ray is called the branching intensity. For example, the
most intense gamma ray emitted by 235U has an energy of 185.7 keV and a branching
intensity of 54%. Uranium-235 decays by alpha-particle emission with a half-life of
7.038 x 10® yr. Equation 1-3 thus implies an alpha emission rate of 7.98 x 10%/
g-s. Only 54% of the alpha particles are accompanied by a 185.7-keV gamma ray;
therefore, the specific activity of this gamma ray is 4.3 x 10%/g-s.

Of the natural decay radiations only the gamma ray is of interest for nondestructive
assay of bulk nuclear materials because the alpha- and beta-particle ranges are very
short in condensed matter. Consider the following ranges in copper metal:

5-MeV a: 0.01 mm or 0.008 g/cm?
1-MeV £:-0.7 mm or 0.6 g/cm?
0.4-MeV 712 mm or 10.9 g/cm?(mean free path).

1.2.2'Alpha Decay

The alpha particle is a doubly ionized (bare) “He; nucleus. It is a very stable,
tightly bound nuclear configuration. When a nucleus decays by alpha emission, the
resulting daughter nucleus has a charge that is two units less than the parent nucleus
and an atomic mass that is four units less. This generic reaction can be represented
as follows:

AXz —» A7*Xz_2+"He, . , (1-4)

The decay can occur only if the mass of the neutral parent atom is greater than the
sum of the masses of the daughter and the neutral He atom. The mass difference
between the parent and the decay products is called the Q-value and is equal to the
kinetic energy of the decay products:

Q= (M, — My — Mp.)c? (1-5)

where M,, 4 g = neutral atomic mass of the parent, daughter, and 4He atom
c = velocity of light.

When the parent nucleus decays, most of the energy Q goes to the alpha particle
because of its lower mass:

Eq = QA —4)/A . (1-6)

The remainder of the available energy goes into the recoil of the daughter nucleus.

Most of the approximately 160 known alpha emitters are heavy nuclei with atomic
numbers greater than 82. The energy of the emitted alpha particle ranges from 4 to
10 MeV and the half-lives vary from 10~ s to 10!® yr. The short-lived nuclel emit
high-energy alpha particles when they decay.
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Immediately after the decay of the parent nucleus, the daughter nucleus can be either
in the ground state or in an excited state. In the latter case the nucleus can relax by
either of two mechanisms: gamma-ray emission or internal conversion. The radiative
relaxation leads to emission of one or more gamma rays (typically, 10~'* s after
the alpha emission) with discreet energies whose sum equals the original excitation
energy. During internal conversion the nucleus transfers the excitation energy directly
to one of the most tightly bound atomic:electrons, usually a K electron. The electron
leaves the atom with an energy equal to the difference of the transition energy and
the electron binding energy. The resultmg vacancy leads to the emission of x rays
or electrons (called Auger eléctrons) wnth the charactenstlc energy spectrum of the
daughter element. The probability of internal conversion increases strongly with
atomic number (Z) and with decreasing excitation energy.

In some cases the alpha decay leads to an excited state that lives much longer than
104 s, If the lifetime of this state is longer than approximately 107¢ s, it is called
an isomer of the ground-state nucleus. An: example of an isomer is the alpha decay
of 23%Pu that leads to 23°U:

239py —, 235™Y (26 min 99.96%) — U,
29py — B5YU0.04%) . ’ a-7

The common decay mode of 239Pu leads first to the isomer 23U, which has a
half-life of 26 min. The direct decay to 23°U occurs only 0.04% of the time. One of
the longest lived isomers is 91mNb,,, with a half-life of 60 days. -

All the alpha particles, gamma rays, and:internal conversion electrons emitted dur-
ing the decay process have discreet, characteristic energies. The observation of these
characteristic: spectra showed that nuclei have discreet allowed states or energy lev-
els analogous to the allowed states of atomlc electrons.” The ‘various spectroscopic
observations have provided information, for developing the nuclear level schemes pre-
sented in handbooks such as the Table of Isotopes (Ref.” 1). : An example appears
in Figure 1.2 showing the lower energy levels of 235 populated during the alpha
decay of 23°Pu. These levels give rise to'the characteristic gamma-ray spectrum of
239py, Note that the characteristic gamma-ray spectrum is commonly associated with
the parent or decaying nucleus even though the: energies are’ determined by the levels
of the daughter nucleus. Although this practice may seem confusing, it is universally
followed for gamma rays. The confusion is further aggravated by the common use of
x-ray nomenclature that associates the characteristic x rays with the daughter element.
Hence the alpha decay of 2*°Pu leads to 2350 and is s accompanied by the emission of
239py gamma rays and uranium Xx rays:

1.2.3 Beta Decay

In the beta decay process the atomic number (Z) increases or decreases by one
unit and the atomic mass number (A) stays constant. In effect, neutrons and protons
change state. The three types of beta decay are §~, 37, and electron capture.
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Beta-minus decay was the first detected process; the: ﬂ; particle was found to be a
normal electron. During the decay process the nucleus changes state according to the
following formula:

AXz = AXzp1+e  +7; . : (1-8)

The 8~ decay process can be thought of as the decay of a neutron into a proton,
an electron, and an electron antineutrino. The decay, is energetically possible for a
free neutron and occurs with a half-life of 12.8 min. This is the common beta-decay
process for nuclei with high atomic number and. for fission-product nuclei, which
usually have significantly more neutrons than protons.

During 31 decay the nucleus changes state according to the followmg formula:

AXZ — AXz._l +e+}+1/e . ‘ v ‘ . . (1-9)

Electron capture competes with the 3T decay process. The nucleus interacts with an
inner atomic electron and, in effect, captures it, changing a proton into-a neutron with
the emission of a positron and an electron neutrino. The formula for this process is

A, 4re™ — AXy 1+ : (1-10)

All unstable nuclei with atomic number less than 82 decay by at least one of the three
processes and sometimes by all three: (see Figure 1.3). Beta decay occurs: whenever
it is energetically possible. It is energetically possible if the following conditions are
met for the masses of the neutral parent atoms (p) and the potential daughter atom

(@):
B~ decay: Mpy> My

gt decay: M,> My + 2m,
Electron capture: M,> My . (1-11)

64
Zng,

Fig. 1.3 Nuclear decay scheme of 54Cu showing three possible
beta decay processes.
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Beta decay can be to the ground state or to an excited state in the daughter nucleus. In
the latter case the excited state decays by gamma-ray emission or internal conversion.

1.3 X-RAY PRODUCTION
1.3.1 The Bohr Model of the Atom

In the simple Bohr model of the atom, the positive nucleus contains protons and
neutrons and has an approximate radius of 1.4 x 10~25 (A1/3)m and an approximate
density of 2 x 10'* g/cm3. The nucleus is surrounded by a cloud of negative electrons
in discrete, well-defined energy levels or orbitals. The radii of these orbitals are in
the range 10~? to 10~ m. The original Bohr model had well-localized orbits and led
to the familiar planetary diagram of the atom. Although not accepted at present, this
concrete model is useful for explaining x-ray production.

The different energy levels are designated K, Ly, L2, L3, My, ..., Ms, and so forth.
(As an example, consider the electron energy levels of uranium illustrated in Figure
1.4.) The electric force between an electron and the positively charged nucleus varies
as the inverse square of the separation; therefore, the electrons closer to the nucleus
have a higher binding energy B. The binding energy is the energy required to remove
the electron from the atom. The K-shell electrons are always the most tightly bound.
Quantum mechanics gives a good description of the energies of each level and how
the levels fill up for different elements. The chemical properties of the elements are
determined by the electron configuration.

In its normal resting configuration the atom is stable and does not radiate. If an
electron moves from a higher to a lower energy level, it radiates an x ray.

URANIUM LEVEL ENERGY (keV)
— s 17.168
) 20.948
L, 21.758
Ku 1 Ka 2
K 115.61

Fig. 1.4 Electron energy levels in uranium. Transitions be-
tween the levels shown give rise to the K-series x
rays.
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1.3.2 X-Ray Production Mechanisms

Various interactions ionize or remove an electron from an atom. All energetic,
charged particles interact with electrons as they pass through matter. X-ray and
gamma-ray photons also interact with atomic electrons. Nuclear interactions such as
internal conversion or electron capture can cause the ionization of atomic electrons.

When an electron leaves an atom, the atom is in an excited state with energy:B; by
virtue of the vacancy in the i** electron level. This vacancy may be filled by a more
loosely bound electron from an outer orbital, the ;** level. The change in energy level
is accompanied by the emission of an x ray with energy B; — B; or by the emission
of an Auger electron with energy B; — 2B;. In the latter case the atom transfers:its
excess energy directly to an electron in an outer orbital. The fraction of vacancies in
level i that result in x-ray emission is defined as the fluorescence yield W;. Figure
1.5 shows the variation of the K-shell fluorescence yield with atomic number. X-ray
emission is more probable for high-Z elements (for Z > 70, Wx > 95%).

1.0
0.9
08
0.7
0.6
0.5
04
03

FLUORESCENCE YIELD (W)

0.2
0.1

Fig. 1.5 Variation of the K-shell 0
fluorescence yield, Wi, 10 20 30 40 50 60 70 80 90 100

with atomic number. ATOMIC NUMBER

High-Z materials have high internal conversion coefficients, which means that their
normal decay modes lead to vacancies in an inner electron shell (usually K or L) and
the production of characteristic x rays. Because these vacancies occur in the daughter
atom, the x-ray energies are characteristic of the daughter element. In condensed
materials the charged particles (¢, §) and gamma rays from the nuclear decay are
stopped in the parent material by a series of interactions with atomic electrons; this
leads to the production of x rays that are characteristi¢ of the parent atom. Plutonium
metal emits uranium x rays by virtue of the internal conversion process that occurs
after alpha decay. It also emits plutonium x rays by virtue of alpha-particle-induced
x-ray fluorescence.
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1.3.3 Characteristic X-Ray Spectra

Each. element emits a characteristic x-ray spectrum. All elements have the same
x-Tay pattern, but the x-ray energies are different. Figure 1.6 shows the characteristic
x rays from uranium and lead.

Early investigators developed the system commonly used today for naming x rays.
A roman letter indicates the final level to which the electron moves, and a Greek
letter plus a number indicates the electron’s initial energy level. (The Greek letter
was originally related to the x-ray energy and ‘the number to its intensity). Table 1-1
gives the major K x rays of uranium and plutomum The L and M x rays are of lower
energy. and are tabulated .in the 11terature

80 |l Ko LEAD

Ka 1
> eo ? _ -
— Kﬁ
n R ]
E 40
B o20 -
Z A 1 I 1
o \
S el “Ka1 URANIUM
o : Kct2
< 60 -
w Kg
C 40 | i
20 + | ]
1 1 L M
70 80 90 100 110 120
"ENERGY (keV)

Fig. 1.6 Characteristic x-ray spectra from lead and uranium. Note
that the pattern is the same but shified in energy.

1.4 MAJOR GAMMA RAYS FROM NUCLEAR MATERIAL

1.4.1 ‘flypical Spectra

- Figures 1.7 through 1.12 show typical uranium, plutonium, and thorium gamma-ray
spectra The spectra were measured with high-resolution germanium detector systems.
Figure 1.7 shows the spectrum of highly enriched uranium from O to 3 MeV, with
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Table 1-1. Major K x rays of uranium and plutonium®

Levels Energy (keV) Intensity®
X Ray  (Final - Initial) - Uranium: Plutonium - Uranium  Plutonium
Koz K-L: 94.67 99.55 61.9 62.5
Ko K-Ls 98.44 103.76 100 100
Kg K - M3 111.30 117.26 220 222
Kg, K- Na_s 1145 120.6 12.3 125
Kﬁ3 K - M, 11041 116.27 11.6 11.7

“Other x rays in the K series are weaker than those listed here. The energies
and intensities are from Ref. 1. -
bRelative intensity, 100 is maximum.

characteristic gamma rays from 23%U and the 238U daughter 234™Pa. The intense
gamma rays between 140 and 210 keV are often used for the assay of 23°U (Figure
1.8 shows this region in more detail). For comparison, Figure 1.9 shows a spectrum of
depleted uranium; the spectrum shows the 233U daughter radiations often used for 238U
assay. Figures 1.10 and 1.11 are gamma-ray spectra of plutonium with approximate
24Py concentrations of 14% and 6%, respectively. Note the differences in relative
peak heights between the ‘two spectra; these differences are used to determine the
plutonium isotopic composition (see discussion in Chapter 8). Figure 1.12 shows the
characteristic gamma-ray spectrum of 232Th; all major thorium gamma rays come
from daughter nuclides.

1.4.2 Major Gamma-Ray Signatures for Nuclear Material Assay

In principle, any of the gamma rays from nuclear material can be used to determine
the mass of the isotope that produces them. In practice, certain gamma rays are used
more frequently than others because of their intensity, penetrability, and freedom from
interference. The ideal signature would be an intense (>10* v/g-s) gamma ray with
an energy of several million electron volts. The mass attenuation coefficients of all
materials show a broad minimum between 1 to 5 MeV and there are very few natural
gamma rays above 1 MeV that can cause interference. Unfortunately, such gamma
rays-do not exist for uranium or plutonium. ‘ ‘

Table 1-2 lists the gamma rays most commonly used for the nondestructive analysis
of the major uranium and plutonium isotopes.
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Fig. 1.12 Gamma-ray spectrum of 232Th and its daughter products.
Thorium-232 emits no significant gamma rays of its own. The
daughter nuclides grow into equilibrium with' the 2321 parent
over a period of approximately 35 yr. [Figure adapted from
F. Adams and R. Dams, Applied Gamma-Ray Spectroscopy,
3rd ed. (Pergamon Press, Oxford, 1970).] :
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Table 1-2. Major NDA gamma-ray signatures

Energy*® Activity* ~ Mean Free Path®(mm)

Isotope (keV) (7/g-s) (High-Z, p) (Low-Z, p)
24y 120.9 9.35 x 10* 0.23 69
B3y 143.8 8.40 x 108 0.36 73
185.7 4,32 x 104 0.69 80
By . 766.4° 2.57 x 10! 10.0 139
10010  7.34 x 10! 13.3 159
238py 152.7 5.90 x 108 0.40 - 175
766.4 1.387 x 10° 9.5 139
239py 129.3 1.436 x 10° 0.27 71
4137  3.416 x 10* 37 106
240py 45.2 3.80 x 106 ° 0.07 25
160.3 3.37 x 104 045 76
6425  1.044 x 10° 74 127
24lpy 148.6 7.15 x 108 0.37 74
©208.0% 2.041 x 107 0.86 83
4 Am 59.5 4,54 x 1010 . 0.14 38
125.3 5.16 x 108 0.26 70

®Data for uranium isotopes are from Ref. 1; data for plutonium
isotopes are from Ref. 2 (energy and branching ratio) and Ref.
3 (half-life).

®The mean free path is the absorber thickness that reduces the -
gamma-ray intensity to 1/e. The mean free path in uranium or
plutonium oxide (p = 10 g/cm®) is given for the high-density,
high-atomic-number case (high-Z, p). The mean free path.in
aluminum oxide (p = 1 g/cm?®) is given for the low-density, low-
atomic-number case (low-Z, p). Attenuation data are from Ref. 4.
°From the U daughter 2**"Pa. Equilibrium assumed.

9From the 2/Pu daughter 27U, Equilibrium assumed.

1.4.3 Fission-Product Gamma Rays

Considerable interest has been shown in the measurement of irradiated fuel from
nuclear reactors. The irradiated fuel has a high monetary value and a high safeguards
value because of the plutonium produced during reactor operation. Gamma rays from
the spontaneous decay of uranium and plutonium cannot be used for, measurement
of irradiated fuel because they are overwhelmed by the very intense gamma rays
emitted by fission products that build up in the fuel during irradiation. The total
gamma-ray intensity of the fission products from light-water-reactor fuel irradiated to
33 000 MWdAtU (megawatt days per ton of uranium) is approximately 2 x 100 ~/g-s
(g = gram of uranium) one year after removal of the fuel from the reactor, whereas
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the major uranium and plutonium gamma rays have intensities in the range 103 to

4 ~/g-s. In some instances the intensity of one or more fission products can be
measured and related to the mass of the contained nuclear material.

Certain high-Z nuclei can fission or split into two or three medium-Z daughter
nuclei. The fission process can occur spontaneously or it can be induced when the
parent nucleus absorbs a neutron. Spontaneous fission is more probable in nuclei
with even atomic mass numbers .(A). Induced ﬁssmn can.occur after absorption of
either thermal or fast neutrons in nuclei with odd mass numbers; it only occurs after
absorption of fast neutrons' in even-numbered nuclei. The fission process was first
discovered in 1939 by Otto Hahn ja'nd'Freidrich Strassman and correctly interpreted
in the same year by Lise Meitner and Otto Frisch.

The fission of a nucleus is a cataclysmic event when compared with the alpha- and
beta-decay processes described in Sections 1.2.2 and 1.2.3. The energy released in
fission is approximately 200 MeV. Most of this energy is carried as kinetic energy by
the two (rarely three) daughter nuclei (called fission products or fission: fragments).
The fissioning nucleus also emits an average of two prompt neutrons and six prompt
gamma rays at the instant it splits. A typical fission reaction is illustrated by the
formula

n+ 235U92 — 137CS55 + 97Rb37 +2n. = (1-12)

This formula illustrates only one of the many possible fission reactions. The fission-
product nuclei themselves are unstable. They have an excess of neutrons and decay
by neutron emission or 5~ decay (frequently accompanied by gamma-ray emission);
the radiations from these reactions are called delayed neutrons and gamma rays. The
fission products have half-lives ranging from seconds to years. The gamma rays from
fission products can be used to measure irradiated fuel materials.

Typical spectra from irradiated fuel are shown in Figures 1.13 and 1.14. Figure
1.13 shows a spectrum from highly enriched uranium fuel used in a materials test
reactor. Figure 1.14 shows an irradiatéd light-water-reactor fuel spectrum. The most
commonly measured fission-product gamma ray is from 37Cs at 661.6 keV. This
fission product has a high yield and a sufficiently long half-life (30.2 yr) so that its
concentration is proportional to the total number of fissions that have occurred in the
fuel. (See Chapter 18 for a more complete d1scusswn of the fission reactlon and the
measurement of irradiated fuel.)

1.4.4 Background Radiation

All gamma-ray detectors will give some response even in the absence of a mea-
surement sample. This response is due to the ambient background in the location of
the detector. The ambient background consists of radiation from nuclear material in
nearby storage areas, cosmic-ray mteractlons and natural radioactivity m the local
environment.
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Fig, 1.13 Gamma-ray spectrum of highly enriched uranium fuel irradiated in a materi-
als test reactor. The sample had an average burnup of 36.9% and a cooling
time of 1.59 yr. :

The radiation from the nuclear material stored nearby is of the same nature as the
radiation from the samples to be measured. This background spectrum is similar to
the spectra shown in Figures 1.7 through 1.12. It often has a high Compton continuum
resulting from degradation and scattering in the materials that separate the detector
from the storage area. Background radiation from nuclear material can be minimized
with a judicious choice of detector location and shielding.

At the earth’s surface, cosmic rays consist primarily of high-energy gamma rays and
charged particles. Although a neutron component exists, it has little effect on gamma-
ray detectors. The charged particles are mostly muons but also include electrons and
protons. The muon flux at sea level is approximately 0.038/cm2-s; at an altitude of
2000 m, the muon flux increases to approximately 0.055/cm?-s. The muon interacts
with matter as though it were a heavy electron and its rate of energy loss when passing
through typical solid or liquid detector materials is approximately 8.6 MeV/cm. A
typical penetrating muon deposits approximately 34 MeV in a 40-mm-thick detector.
Because this is much more energy than can be deposited by gamma rays from uranium
or plutonium, muon interactions often overload or saturate the detector electronics.
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Fig. 1.14 Gamma-ray spectrum of irradiated pressurized-water-reactor fuel
having a burnup of 32 000 MWditU (megawatt days per ton.of ura-
nium) and a cooling time of 9 months.

For a detector with a front surface area of 20 cm?, the typical muon interaction rate
at sea level is approximately 0.75/s.

All materials have varying degrees of natural radloactmty For example: the
human body and even gamma-ray detectors have some measurable natural radioac-
tivitv: building materials such as concrete can be especially active. The major radioac-
tive species in natural materials are °K, ?32Th and its daughters, and 235U and 238U
and their daughters. Potassium-40 has a natural abundance of 0.0117% and decays
by electron capture (10.67%) and 3~ decay (89.33%) with a half-life of 1.277 x 10°
yr. The electron capture is accompanied by the emission of a 1.461-MeV gamma ray
that is evident in almost all background gamma-ray spectra. Potassium is present in
most organic matter, with “°K being the major source of radioactivity.

Thorium is a common trace element in many terrestial rocks. Thorium-232 is the
natural parent to the thorium decay series, which goes through 10 generations before
reaching the stable nuclide 2°8Pb. The half-life of 232Th is 1.41 x 100 yr. Its major
gamma-ray activity comes from 208T1, 212Bi, and 228Ac.
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Uranium is also found as a trace element in many rocks, although it is less common
than thorium. The gamma-ray spectrum of unprocessed uranium ore is much different
from that of uranium seen in the nuclear fuel cycle. Because of the long half-life of
the daughter 230Th (8 x 10% yr), later generations take a long time to grow back
into equilibrium after any chemical treatment that separates uranium daughters from
the natural ore. Figure 1.15 shows a typical spectrum of uranium ore ‘(compare with
Figure 1.9). Natural chemical processes in different rocks can often leach out some of
the daughter nuclides and cause different ores to have different gamma-ray emissions.

The natural sources discussed above are common and contribute to the background
gamma-ray spectrum in most locations. Other sources of background are occasionally
encountered, such as materials contaminated by radioactive tracers. Slag from steel
furnaces, which can have measurable levels of ®°Co, and uranium tailings are used
as a concrete aggregate in some areas. The use of such materials in buildings can
contribute to background radlatlon levels.

1.5 ADDITIONAL GAMMA~RAY PRODUCTION REACTIONS

The d1scussnon in Section 1.4 has been limited to gamma rays that come from
the natural decay reactions of radioactive nuclides; these gamma rays provide the
bulk of the signatures useful for nondestructive assay. This section discusses gamma
rays produced in other nuclear reactions. Some of these radiations can interfere with
nondestructive analysis.

1.5.1 Bremsstrahlung (Braking Radiation)

Charged particles continuously decelerate as they move through condensed materi-
als. As they decelerate, they emit photons with a continuous energy spectrum known
as bremsstrahlung; these photons are of interest because their energies are often similar
to those used for nondestructive assay.

“Beta particles from nuclear decay often emit bremsstrahlung photons while stopping.
Although beta particles have a very short range in condensed matter and rarely escape
from the host' material,” the bremsstrahlung photons often escape and are detected
along with the gamma rays of interest for nondestructive assay. Intérnal conver-
sion electrons can also contribute to the production of bremsstrahlung radiation. The
discrete gamma rays emitted by a decaying nucleus may be superimposed on a con-
tinuous bremsstrahlung background:: The electron linac (linear accelerator) uses the
bremsstrahlung reaction to produce high-energy photons for nuclear research, nuclear
medicine, and active nondestructive assay of nuclear materials (Ref. 5).
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1.5.2 Particle Reactions

When nuclei interact with other particles, charged or neutral, they often emit gamma
rays as products of the interaction. The neutron capture reaction (n,y) is a classic
example. Usually the new nucleus is radioactive and is created in an excited state
from which it can decay by gamma-ray emission. The following formulas: illustrate
the neutron-capture reaction that breeds plutonium in a fission reactor:

n + 238U — + + 239U (23 min)
U — e + i+ 2*Np (2.3 days)
29Np — e~ + 7+ P%Pu (24 119 yn)

Gamma rays from the capture reaction have discreet energies that are characteristic
of the levels of the daughter nucleus. Their energies are typically 8 to 9 MeV: for
hlgh-atomlc-number nuclei,

Inelastic scattering of neutrons (n,n’y) is usually accompanied by gamma-ray. emis-
sion. The gamma rays have discrete energies that are characteristic oi the levels in
the target nucleus. Gamma rays produced by this reaction are usually not of interest
for nondestructive assay.

. A major source of neutrons from plutomum compounds and UFg is the interaction of
alpha particles from nuclear decay with low-atomic-number nuclei in the compound
or surrounding matnx material. The (a.n) reaction is frequently accompanied by
gamma-ray emission from the excited product nucleus. The fluorine reaction can be
written as follows:

13F(a,n) #2Na .

The fluorine reaction usually proceeds to the ground state of 22Na and does not result
in gamma-ray emission. However, the subsequent 3* decay of *’Na leads to gamma
rays with energies of S11 and 1275 keV. These radiations are evident in samples
of PuF, and 238PuQ, with trace fluorine impurities. They are not useful as assay
signatures, but may: be a source of interference.

REFERENCES

1. C. M. Lederer and V. S. Shirley, Eds., Table of Isotopes, Tth ed. (John \Vlley &
Sons, Inc., New York, 1978).

2. R. Gunnink, J. E. Evans, and A. L. Prindle, “A Reevaluation of the Gamma-
Ray Energies and Absolute Branching Intensities of 237U, 238, 239, 240, 241py_gand
241Am,” Lawrence Livermore Laboratory report UCRL-52139 (1976).




The Origin of Gamma Rays 25

3. “Calibration Techniques for the Calorimetric Assay of Plutonium-Bearing Solids
Applied to Nuclear Materials Control,” ANSI N15.22-1975 (American National
Standards Institute, Inc., New York, 1975) and 1986 revision.

4. J. H. Hubbell, “Photon Cross Sections, Attenuation Coefficients, and Energy Ab-
sorption Coefficients from 10 keV to 100 GeV,” National Bureau of Standards
report NSRDS-NBS 29 (August 1969).

5. T. Gozani, Active Nondestructive Assay of Nuclear Material, Principles and Appli-
cations, NUREG/CR-0602 (US Nuclear Regulatory Commission, Washington, DC,
1981).







2

Gamma-Ray Interactions with Matter

G. Nelson and D. Reilly

2.1 INTRODUCTION

A knowledge of gamma-ray interactions is important.to the nondestructive assayist
in order to understand gamma-ray detection and attenuation. A gamma ray must
interact with a detector in order to be “seen.” Although the major isotopes of uranium
and plutonium emit gamma rays at fixed energies and rates, the gamma-ray intensity
measured outside a sample is always attenuated because of gamma-ray interactions
with the sample. This attenuation must be carefully considered when using gamma-ray
NDA instruments.

This chapter discusses the exponential attenuation of gamma rays in bulk materi-
als and describes the major gamma-ray interactions, gamma-ray shielding, filtering,
and collimation. The treatment given here is necessarily brief. For a more detailed
discussion, see Refs. 1 and 2. .

2.2 EXPONENTIAL ATTENUATION

Gamma rays were first identified in 1900 by Becquerel and Villard as a component
of the radiation from uranium and radium that had much higher penetrability than alpha
and beta particles. In 1909, Soddy and Russell found that gamma-ray attenuation
followed an exponential law and that the ratio of the attenuation coefficient to the
density of the attenuating material was nearly constant for all materials.

2.2.1 The Fundamental Law of Gamma-Ray Attenuation
~ Figure 2.1 illustrates a simple attenuation experiment. When gamma radiation
of intensity Iy is incident on an absorber of thickness L, the emerging intensity (I)

transmitted by the absorber is given by the exponential expression

I =IO e—#fL (2_])

27
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Fig. 2.1 The fundamental law of
. gamma-ray attenua-

tion. The transmitted
gamma-ray intensity I is —_—
a function of gamma-ray )
energy, absorber com-
position, and absorber
thickness. b= dpehe

where p, is the attenuation coefficient (expressed in cm™!). The ratio I/l, is
called the gamma-ray transmission. Figure 2.2 illustrates exponential attenuation for
three different gamma-ray energies and shows that the transmission increases with
increasing gamma-ray energy and decreases with increasing absorber thickness. Mea-
surements with different sources and absorbers show that the attenuation coefficient
#¢ depends on the gamma-ray energy and the atomic number (Z) and density (p) of
the absorber. For example, lead has'a high density and atomic number and transmits
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Fig. 2.2 Transmission of gamma rays through lead absorbers.
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a much lower fraction of incident gamma radiation than-does a similar ‘thickness
of aluminum or steel. The attenuation coefficient in Equation 2-1 is called the linear

- attenuation coefficient. Figure 2.3 shows the linear attenuation of solid sodium iodide,
a common material used in gamma-ray detectors.

- Alpha and beta particles have a well-defined range or stopping dlstance, however,
as Figure 2.2 shows, gamma rays do not have a unique range. The reciprocal of the
attenuation coefficient 1/uy has units of length and is often called the mean free path. -
The mean free path is the average distance a gamma ray travels in the absorber before
mteractmg, it is also the absorber thickness that produces a transmission of 1/e, or
0.37.
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2.2.2 Mass Attenuation Coefficient

The linear attenuation coefficient is the simplest absorption coefficient to measure
experimentally, but it is not usually tabulated because of its dependence on the density
of the absorbing material. : For example, at a given energy, the linear attenuation
coefficients of ‘water, ice, and steam are all different, even though the same material
is involved. ! SR ' ‘

Gamma rays interact primarily with atomic electrons; therefore, the attenuation
coefficient must be proportional to the electron density ‘P, which is proportional to the
bulk density of the absorbing material. However, for a given material the ratio of the
electron density to the bulk density is a constant, Z/A, independent of bulk density.
The ratio Z/A is nearly constant for all except the heaviest elements and hydrogen.

P=Zp/A (2-2)

where P electron density

Z = atomic number
p = mass density
A = atomic mass.

The ratio of the linear attenuation coefficient to the density (1,/p) is called the mass
attenuation coefficient ¢ and has the dimensions of area per unit mass (cm?2/g). The
units of this coefficient hint that one may think of it as the effective cross-sectional
area of electrons per unit mass of absorber. The mass attenuation coefficient can be
written in terms of a reaction cross section, o(cm?):

N(]U

p=— : (2-3)
where Nj is Avagadro’s number (6.02 x 10%3) and A is the atomic weight of the
absorber. The cross section is the probability of a gamma ray interacting with a single
atom. Chapter 12 gives a more complete definition of the cross-section concept. Using
the mass attenuation coefficient, Equation 2-1 can be rewritten as

I=lg e MPL =] e=HX 24

where x = pL.

The mass attenuation coefficient is independent of density; for the example mentioned
above, water, ice, and steam all have the same value of y. This coefficient is more
commonly tabulated than the linear attenuation coefficient because it quantifies the
gamma-ray interaction probability of ‘an individual element. References 3 and 4 are
widely used tabulations of the mass attenuation coefficients of the elements. Equation
2-5 is used to calculate the mass attenuation coefficient for compound materials:
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B=30 Wi 2-5)

where j; = mass attenuation coefficient of :** element
w; = weight fraction of §** element.

The use of Equation 2-5 is illustrated below for solid uranium hexafluoride (UFg) at
200 keV:

i, =mass attenuation coefficient of U at 200 keV = 1.23 cm?/g
py =mass attenuation coefficient of F at 200 keV = 0.123 cm?/g
w,, = weight fraction of U in UFg = 0.68
wy = weight fraction of F in UFs = 0.32

p = density of solid UFg = 5.1 g/cm3

Bo= W+ pipwe = 1.23 x 0.68 + 0.123 x 0.32 = 0.88 cm?/g
py =pp=088 x 5.1=45cm™!. |

2.3 INTERACTION PROCESSES

The gamma rays of interest to NDA applications fall in the range 10 to 2000 keV
and interact with detectors and absorbers by three major processes: photoelectric
absorption, Compton scattering, and pair production. . In the photoelectric absorption
process, the gamma ray loses all of its.energy in one interaction. The probability for
this process depends very strongly on gamma-ray energy E+ and atomic number Z.
In Compton scattering, the gamma ray loses only part of its energy in one interaction.
The probability for this process is weakly dependent on E and Z. The gamma ray
can lose all of its energy in one pair-production interaction.. However, this process is
relatively unimportant for fissile material assay since it has a threshold above 1 MeV.
Reference 3 is recommended for more detailed physical descriptions of the interaction
processes.

2.3.1 Photoelectric Absorption

A gamma ray may interact with a bound atomic electron in such a way that it
loses all of its energy and ceases to exist as a gamma ray (see Figure 2.4). Some
of the gamma-ray energy is used to overcome the electron binding energy, and most
of the remainder is transferred to the freed electron -as kinetic energy. A very small
amount of recoil energy remains with the atom to conserve momentum. This is called
photoelectric absorption because it is the gamma-ray analog of the process discovered
by Hertz in 1887 whereby photons of visible light liberate electrons from a metal
surface. Photoelectric absorption is important for gamma-ray detection because the
gamma ray gives up all its energy, and the resulting pulse falls in the full-energy peak.
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Fig. 2.4 A schematic representation of the photo-
electric absorption process. Photoeslectron

The probability of photoelectric absorption depends on the gamma-ray energy, the
electron binding energy, and the atomic number of the atom. The probability is greater
the more tightly bound the electron; therefore, K electrons are most affected (over
80% of the interactions involve K electrons), provided the gamma-ray energy exceeds
the K-electron binding energy. The probability is given approximately by Equation
2-6, which shows that the interaction is more important for heavy atoms like lead and
uranium and low-energy gamma rays:

Tox Z4 /E3 ' (2-6)

where 7= photoelectnc mass attenuation coefﬁc1ent

This proportionality is only approximate because the exponent of Z varies in the range
4.0 to 4.8. As the gamma-ray energy decreases, the probability of photoelectric ab-
-sorption increases rapidly (see Figure 2.3). Photoelectric absorption is the predominant
interaction for low-energy gamma rays, x rays, and bremsstrahlung.

The energy of the photoelectron E. released by the interaction is the difference
between the gamma-ray energy Ev and the electron binding energy E,:

"E=Ey—Ep. @7

In most detectors, the photoelectron is stopped quickly in the active volume of the
detector, which emits a small output pulse whose amplitude is proportional to the
energy deposited by the photoelectron. The electron binding energy is not lost but
appears as characteristic x rays emitted in coincidence with the photoelectron. In most
cases, these x rays are absorbed in the detector in coincidence with the photoelectron
and the resulting output pulse is proportional to the total energy of the incident gamma
ray. For low-energy gamma rays in very small detectors, a sufficient number of K
X rays can escape from the detector to cause escape peaks in the observed spectrum;
the peaks appear below the full-energy peak by an amount equal to the energy of the
X ray.

Figure 2.5 shows the photoelectric mass attenuation coefﬁclent of lead. The in-
teraction probability increases rapidly as energy decreases, but then becomes much
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smaller at a gamma-ray energy just below the binding energy of the K electron. This
discontinuity is called the K edge; below this energy the gamma ray does not have suf-
ficient energy to dislodge a K electron. Below the K edge the interaction probability
increases again until the energy drops below the binding energies of the L electrons;
these discontinuities -are called the Ly, Ly;, and L;;; edges. The presence of these
absorption edges is important for densitometry and x-ray fluorescence measurements
(see Chapters 9 and 10).
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Fig. 2.5 Photoelectric mass attenuation coefficient of
lead.

2.3.2 Compton Scattering

Compton scattering is the process whereby a gamma ray interacts with a free or
weakly bound electron (E+ >> Ej) and transfers part of its energy to the electron (see
Figure 2.6). Conservation of energy and momentum allows only a partial energy trans-
fer when the electron is not bound tightly enough for the atom to absorb recoil energy.
This interaction involves the outer, least tightly bound electrons in the scattering atom.
The electron becomes a free electron with kinetic energy equal to the difference of the
energy lost by the gamma ray and the electron binding energy. Because the electron
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Atomic

electron
Fig. 2.6 A schematic representation of Compton £ Scattered
scattering. gamma

binding energy is very small compared to the gamma-ray energy, the kinetic energy
of the electron is very nearly equal to the energy lost by the gamma ray:

E.=Ey—F (2-8)

energy of scattered electron
energy of incident gamma ray
energy of scattered gamma ray.

where E,

By

EI

Two particles leave the interaction site: ‘the freed electron and the scattered gamma
ray. The directions of the electron and the scattered gamma ray depend on the amount
of energy transferred to the electron during the interaction. Equation 2-9 gives the
energy of the scattered gamma ray, and Figure 2.7 shows the energy of the scattered
electron as a function of scattering angle and incident gamma-ray energy.

E' = moc?/(1 — cos ¢ +moc?/E) 2-9)

where mgc? = rest energy of electron = 511 keV
¢ = angle between incident.and scattered gamma rays (see Figure 2.6).

This energy is minimum for a head-on collision where the gamma ray is scattered
180°and the electron moves forward in the direction of the incident gamma ray. For
this case the energy of the scattered gamma ray is given by Equation 2-10 and the
energy of the scattered electron is given by Equation 2-11:

E'(min) = moc? /(2 + moc? /E) ‘
~ moc?/2 = 256 keV; if E 3> moc?/2 . (2-10)

E.(max) = E/[1 + moc?/(2E)]
~E —moc?/2 =E — 256 keV; if E 3> mqc?/2 . (2-11)
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Fig. 2.7 Energy of Compton-scattered electrons as a function of scat-
tering angle and incident gamma-ray energy (Evy). The -
sharp discontinuity corresponds to the maximum energy that
can be transferred in a single scattering.

For very small angle scatterings (¢ =~ 0°), the energy of the scattered gamma ray is
only slightly less than the energy of the incident gamma ray and the scattered electron
takes very little energy away from the interaction. The energy given to the scattered
electron ranges from near zero to the maximum given by Equation 2-11.

When a Compton scattering occurs in a detector, the scattered electron is usually
stopped in the detection medium and the detector produces an output pulse that is
proportional to the energy lost by the incident gamma ray. Compton scattering' in a
detector produces a spectrum of output pulses from zero up to the maximum energy
given by Equation 2-11. It is difficult to relate the Compton-scattering spectrum to
the energy of the incident gamma ray. Figure 2.8 shows the measured gamma-ray
spectrum from a monoenergetic gamma-ray source (137Cs). The full-energy peak at
662 keV is formed by interactions where the gamma ray loses all of its enérgy in
the detector either by a single photoelectric absorption or by a series of Comipton
scatterings followed by photoelectric absorption. The spectrum of events below the
full-energy peak is formed by Compton scatterings where the gamma ray loses-only
part of its:energy in the detector. The step near 470 keV corresponds to the maximum
energy. that can be transferred to an electron by a 662-keV gamma ray in- a single
Compton'scattering. This step is called a Compton edge; the energy of the :Compton
edge is given by Equation 2-11 and plotted in Figure 2.9. The small peak at 188 keV
in Figure 2.8 is called a backscatter peak. The backscatter peak is formed ‘when the
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gamma ray undergoes a large-angle scattering (=~180°) in the material surrounding the
detector and then is absorbed in the detector. The energy of the backscatter peak is
given by Equation 2-10, which shows that the maximum energy is 256 keV. The sum
of the energy of the backscatter peak and the Compton edge equals the energy of the
incident gamma ray. Both features are the result of large-angle Compton scattering of
the incident gamma ray. The event contributes to the backscatter peak when only the
scattered gamma ray deposits its energy in the detector; it contributes to the Compton
edge when only the scattered electron deposits its energy in the detector.
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Fig. 2.8 High-resolution spectrum of *37Cs showing full-energy pho-
" topeak, Compton edge, and backscatter peak from the 662-
keV gamma ray. Events below the photopeak are caused by
Compton scattering in the detector and surrounding
materials.

Because Compton scattering involves the least tightly bound electrons, the nucleus
has only a minor influence and the probability for interaction is nearly independent
of atomic number. The interaction probability depends on the electron density, which
is proportional to Z/A and nearly constant for all materials. The Compton-scattering
probability is a slowly varying function of gamma-ray energy (see Figure 2.3).

2.3.3 Pair Production

A gamma ray with an energy of at least 1.022 MeV can create an electron-positron
pair when it is under the influence of the strong electromagnetic field in the vicinity of a
nucleus (see Figure 2.10). In this interaction the nucleus receives a very small amount
of recoil energy to conserve momentum, but the nucleus is otherwise unchanged and
the gamma ray disappears. This interaction has a threshold of 1.022 MeV because that
is the minimum energy required to create the electron and positron. If the gamma-
ray energy exceeds 1.022 MeV, the excess energy is shared between the electron
and positron: as kinetic energy. This interaction process is relatively unimportant
for nuclear material assay because most important gamma-ray signatures are below
1.022 MeV.. : ‘
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Fig. 2.9 Energy of the Compton edge versus the energy of the inci-
dent gamma ray.
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Fig. 2.10 A schematic representation of pair produc-
tion.

The electron and positron from pair production are rapidly slowed down
in the absorber. After losing its kinetic energy, the positron combines with
- an electron in an annihilation process, which releases two gamma rays with
energies of 0.511 MeV. These lower energy gamma rays may interact further
with the absorbing material or may escape. In a gamma-ray detector, this
interaction often gives three peaks for a high-energy gamma ray (see Figure
2.11). The kinetic energy of the electron and positron is absorbed in the de-
tector. One or both of the annihilation gamma rays may escape from the de-
tector or.they may both be absorbed. . If both annihilation gamma rays are
absorbed in the detector, the interaction contributes to the full-energy peak
in the measured spectrum; if one of the annihilation gamma rays escapes from
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the detector, the interaction contributes to the single-escape peak located 0.511 MeV
below the full-energy peak; if both gamma rays escape, the interaction contributes to
the double-escape peak located 1.022 MeV below the full-energy peak. The relative
heights of the three peaks depend on the energy of the incident gamma ray and the
size of the detector. These escape peaks may arise when samples of irradiated fuel,
thorium, and 232U are measured because these materials have important gamma rays
above the pair-production threshold. Irradiated fuel is sometimes measured using
the 2186-keV gamma ray from the fission-product *44Pr. The gamma-ray spectrum
of 144Pr in Figure 2.11 shows the single- and double-escape peaks that arise from
pair-production interactions of the 2186-keV gamma ray in a germanium detector.
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Fig, 2.11 Gamma-ray spectrum of the fission-product 144 p, showing
single-escape (SE) and double-escape (DE) peaks (1674 and
1163) that arise from pair-production interactions of 2186-
keV gamma rays in a germanium detector.

Pair production is impossible for gamma rays with energy less than 1.022 MeV.
Above this threshold, the probability of the interaction increases rapidly with energy
(see Figure 2.3). The probability of pair production varies approximately as the square
of the atomic number Z and is significant in high-Z elements such as lead or uranium.
In lead, approximately 20% of the interactions of 1.5-MeV gamma rays are through
the pair-production process; and the fraction increases to 50% at 2.0 MeV. For carbon,
the corresponding interaction fractions are 2% and 4%.

2.3.4 Total Mass Attenuation Coefficient

The three interaction processes described above all contribute to the total mass
attenuation coefficient. The relative importance of the three interactions depends on
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gamma-ray energy and the atomic number of the absorber. Figure 2.12 shows a com-
posite of mass attenuation curves covering a wide range of energy and atomic number.
It shows dramatically the interplay of the three processes. All elements except hy-
drogen show a sharp, low-energy rise that indicates where photoelectric absorption
is the dominant interaction. The position of the rise is very dependent on atomic
number. Above the low-energy rise, the value of the mass attenuation coefficient
decreases gradually, indicating the region where Compton scattering is the dominant
interaction. The mass attenuation coefficients for all elements with atomic number
less than 25 (iron).are nearly identical in the energy range 200 to 2000 keV. The
attenuation curves converge for all elements in the range 1 to 2-MeV. The shape
of the mass-attenuation. curve of hydrogen shows. that it interacts:with:gamma rays
with energy greater than 10 keV:almost exclusively. by Compton. scattering. Above
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Fig. 2.12 Mass attenuation coefficients of selected elements. Also in-
dicated are gamma-ray energies commonly encountered in
NDA of uranium and plutonium.
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2 MeV, the pair-production interaction becomes important for high-Z elements and
the mass attenuation coefficient begins to rise again.. An understanding of the major
features of Figure 2.12 is very helpful to the understanding of NDA techniques.

2.4 FILTERS

In many assay applications, the gamma rays of interest can be measured more easily
if lower energy gamma rays can be absorbed before they reach the detector. The lower
energy gamma rays can cause significant count-rate-related losses in the detector and
spectral distortion if they are not removed. -The removal process is -often called
filtering.. A perfect filter: material would have a transmission of zero below the energy
of interest and a:transmission:of unity ‘above that energy, but as Figure 2.12 shows,
such a material does not exist. However, useful filters can be obtained by selecting
absorbers of appropriate atomic number such that the sharp rise in photoelectric cross
section is near.the energy of the gamma rays that must be attenuated but well below
the energy of the assay gamma rays.

Filtering is usually employed in the measurement of plutonium gamma-ray spectra.
Except immediately after chemical separation of americium, all plutonium samples
have significant levels of 24! Am, which emits a:very intense gamma ray at 60 keV.
In most samples, this gamma ray is the most intense gamma ray in the spectrum and
must be attenuated so that the plutonium gamma rays can be accurately measured. A
thin sheet of cadmium is commonly used to attenuate the 241 Am activity. Table 2-1
shows the effect of a cadmium filter on the spectrum from a 2-g disk of plutonium
metal. In the absence of the filter, the 60-keV gamma ray dominates the spectrum and
may even paralyze the detector. A 1- to 2-mm cadmium filter drastically attenuates
the 60-keV‘activity but only slightly attenuates: the higher energy plutonium lines.
The plutonium spectrum below 250 keV is usually measured with a cadmium filter.
When only ithe 23°Pu 414-keV gamma ray is of interest, lead may be used as the
filter matenal because it will attenuate gamma rays in the 100- to 200-keV region and
will stop most of the 60-keV gamma rays. It is interesting to note that at 60 keV the
mass attenuation coefficients of lead and cadmium are essentially equal, in spite of
the higher Z of lead (82) relative to cadmlum (48). This is because the K edge of
lead appears at 88 keV, as discussed in Section 2.3.1.

A cadmium filter is often used when measuring 235U because it attenuates gamma
rays and x rays in the 90- to 120-keV reglon and does not significantly affect the
186-keV gamma ray from 23°U. Filters may also be used for certain irradiated fuel
measurements. The 2186-keV gamma ray from the fission products '44Ce-144Pr is
measured in some applications as an indicator. of the residual fuel material in leached
hulls produced at a reprocessing plant (see Chapter 18). The major fission-product
gamma-ray activity is in the 500- to 900-keV region and can be selectively reduced
relative to the 2186-keV gamma ray using a 10- to 15-cm-thick lead filter.
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Table 2-1. Effect of cadmium filter on plutonium spectrum
Plutonium Signal (counts/s)®

Absorber (cm) 60 keV 129 keV 208 keV . 414 keV v
0 357 x 106 129 x 10 850 x 10* 2,02 x 10*
0.1 240 x 10*  0.67 x 10 6.76 x 10* 1.85 x 10%
02 186x10° 034x10* 537x10° 169 x 10*

e 21Am = 0.135%; 2*°Pu = 81.9%; ?*'Pu = 1.3%. Signal from 2-g disk of
plutonium metal, 1 cm diam x 0.13 cm thick.. ‘

Graded filters with two or more materials are sometimes used to attenuate the
characteristic x rays from the primary filter material before they interact in the detector.
When gamma rays are absorbed in the primary filter material, the interaction produces
copious amounts of x rays. For example, when the 60-keV gamma rays from 2¢'!Am
are absorbed in a thin cadmium filter, a significant flux of 23-keV x rays can be
produced. If these x rays create a problem in the detector, they can be easily attenuated
with a very thin sheet of copper. Because the K x rays of copper at 8 keV are usually
of sufficiently low energy, they do not interfere with the measurement. If the primary
filter material is lead, cadmium is used to absorb the characteristic K x rays of lead at
73 and 75 keV, and copper is used to absorb the characteristic K x rays of cadmium at
23 keV. In graded filters, the lowest Z material is always placed next to the detector.

2.5 SHIELDING

In NDA instruments, shields and collimators are required to limit the detector
response to background gamma rays and to shield the operator and detector from
transmission and activation sources.” Gamma-ray shielding materials should be of
high density and high atomic number so that they have a high total linear attenua-
tion coefficient and a high photoelectric absorption ‘probability. The most common
shielding material is lead because it is readily available, has a density of 11.35 g/cm3
and an atomic number of 82, and is relatively inexpensive. Lead can be molded into
many-shapes; however, because of its high ductility it cannot 'be’“machined easily or
hold a given shape unless supported by a rigid material. ‘

In some applications, an alloy of tungsten (atomic number 74) is used in place of
lead because it has significantly higher density (17 g/cm®), can be machined easily,
and holds a shape well. Table 2-2 shows some of the attenuation properties of the two
materials. The tungsten is alloyed with nickel and copper to improve its machinability.
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Table 2-2 shows that at energies above 500 keV the tungsten alloy has a significantly
higher linear attenuation coefficient than lead because of its higher density., Thus,
the same shielding effect can be achieved with a thinner shield. At energies below
500 keV, the difference between the attenuation properties of the two materials is
less significant; the higher density of the tungsten alloy is offset by the lower atomic
number. The tungsten alloy is used where space is severely limited or where machin-
ability and mechanical strength are important. However, the tungsten material is over
thirty times more expensive than lead; therefore, it is used sparingly and is almost
never used for massive shields. The-alloy is:often used to hold intense gamma-ray
transmission sources or to collimate gamma-ray detectors.

Table 2-2. Attenuation properties of lead and tungsten -
Attenuation Coefficient (cm™*) Thickness (cm)?

Energy (keV) Lead Tungsten® @~ = Lead Tungsten®
1000 0.77 1.08 2.98 2.14
500 1.70 2.14 1.35 1.08
200 10.6 11.5 0.22 0.20
100 60.4 64.8 0.038 0.036

®Thickness of absorber with 10% transmission.
b Alloy: 90% tungsten, 6% nickel, 4% copper.
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Gamma-Ray Detectors
Hastings A. Smith, Jr., and Marcia Lucas

3.1 INTRODUCTION

In order for a gamma ray to be detected, it must interact with matter; that interaction
must be recorded. Fortunately, theelectromagnetic nature of gamma-ray photons
allows them to interact strongly with the charged electrons in the atoms of all matter.
The key process by which a gamma ray is detected is ionization, where it gives up
part or all of its energy to an electron. The ionized electrons collide with other atoms
and liberate many more electrons. The liberated charge is collected; either directly (as
with a proportional counter or a solid-state semiconductor detector) or indirectly (as
with a scintillation detector), in order to register the presence of the gamma ray ‘and
measure its energy. The final result is'an electrical pulse whose voltage is proportlonal
to.the energy deposited in the detecting medium. ‘

- In this chapter, we will present some general information on types of'gamma-ray
detectors that are used in nondestructive assay (NDA) of nuclear materials. The elec-
tronic instrumentation associated with gamma-ray detection is discussed in ‘Chapter 4.
More in-depth treatments of the des1gn and operation of gamma—ray detectors can be
found in Refs. 1 and 2. ,

3.2 TYPES OF DETECTORS

Many different detectors have been used to register the gamma ray and its energy.
In NDA, it is usually necessary to measure not only the amount of radiation emanating
from a sample but also its energy spectrum _Thus, the detectors of most use in NDA
applications are those whose signal outputs are proportional to the energy deposited
by the gamma ray in the sensitive volume of the detector.

3.2.1 Gas-Filled Detectors

Gas counters consist of a sensitive volume of gas between two electrodes. (See
Figure 3.1.) In most designs the outer electrode is the cylindrical wall of the gas
pressure vessel, and the inner (positive) electrode is a thin wire positioned at the
center of the cylinder. In some designs (especially of ionization chambers) both
electrodes can be positioned in the gas separate from the gas pressure vessel.

43
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Fig. 3.1 The equivalent circuit for a gas-filled detector. The
gas constitutes the sensitive (detecting) volume. The
potential difference between the tube housing and the
center wire produces a strong electric field in the gas
volume. The electrons from ionizations in the gas
travel to the center wire under the influence of the
electric field, producing a charge surge on the wire
for each detection event.

An ionization chamber is a gas-filled counter for which the voltage between the
electrodes is low enough that only the primary ionization charge is collected. The
electrical output signal is proportional to the energy deposited in the gas volume.

If the voltage between the electrodes is increased, the ionized electrons attain enough
kinetic energy to cause further ionizations. One then has a proportional counter that
can be tailored for specific applications by varying the gas pressure and/or the operat-
ing voltage. The output signal is still proportional to the energy deposited in the gas by
the incident gamma-ray photon, and the energy resolution is intermediate between Nal
scintillation counters and germanium (Ge) solid-state detectors. Proportional counters
have been used for spectroscopy of gamma rays and x rays whose energies are low -
enough (a few tens of keV) to interact with reasonable efficiency in the counter gas.

If the operating voltage is increased further, charge multiplication in the gas volume
increases (avalanches) until the space charge produced by the residual ions inhibits
further ionization. As a result, the amount of ionization saturates and becomes in-
dependent of the initial energy deposited in the gas. This type of detector is. known
as the Geiger-Mueller (GM) detector. A GM tube gas counter does not differentiate
among the kinds of particles it detects or their energies; it counts only the number of
particles entering the detector. This type of detector is the heart of the conventional
-y dosimeter used in health physics. ‘

Gas counters do not have much use in gamma-ray NDA of nuclear materials.
The scintillation and solid-state detectors are much more desirable for obtaining the -
spectroscopic detail needed in the energy range typical of uranium and plutonium
radiation (approximately 100-1000 keV). Gas counters are described in more detail in
Chapter 13, since they are more widely used for neutron detection.
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3.2.2 Scintillation Detectors

The sensitive volume of a scintillation detector is a luminescent material (a solid,
liquid, or gas) that is viewed by a device that detects the gamma-ray-induced light
emissions [usually a photomultiplier tube (PMT)]. The scintillation material may be
organic or inorganic; the latter is more common. Examples of organic scintillators
are anthracene, plastics, and liquids. The latter two are less efficient than anthracene
(the standard against which other scintillators are compared). Some common inor-
ganic scintillation materials are sodium iodide (Nal), cesium iodide (Csl), zinc sulfide
(ZnS), and lithium iodide (LiI). The most common scintillation detectors are solid,
and the most popular are the inorganic crystals Nal and Csl. A new ‘scintillation ma-
terial, bismuth germanate (BisGe3z0;2), commonly referred to as BGO, has become
popular in applications where its high gamma counting efficiency and/or its lower
neutron sensitivity outweigh considerations of energy resolution (Refs 3and 4). A
comprehensive discussion of scintillation detectors may be found in Refs 1,2, and 5.

When gamma rays interact in- scintillator material, ionized (excnted) atoms in the
scintillator material “relax” to a lower-energy state and emit photons of light. In
a pure inorganic scintillator crystal, the return of the atom to lower-energy states
with the emission of a photon is an inefficient process. Furthermore, the emitted
photons are usually too high in energy to lie in the range of wavelengths to which
the PMT is sensitive. Small amounts of impurities (called activators) are added to
all scintillators to enhance the emission of visible photons. . Crystal de-excitations
channeled through these impurities give rise to photons that can activate the PMT.
One important consequence of luminescence through activator impurities is that the
bulk scintillator crystal is transparent to the scintillation light. A common example
of scintillator activation encountered in gamma-ray measurements is thallium-doped
sodium iodide [NaI(Th)].

The scintillation light is emitted isotropically; so the scintillator is typically sur-
rounded with reflective material (such as MgO) to minimize the loss of light and then
is optically coupled to the photocathode of a PMT. (See Figure 3.2.) Sc1nt111at10n .pho-
tons incident on the photocathode liberate electrons through the photoelectnc effect,
and these photoelectrons are then accelerated by a strong electric field in the PMT. As
these photoelectrons are accelerated, they collide with electrodes in the tube (known
as dynodes) releasing additional electrons. This increased electron flux is then further
accelerated to collide with succeeding electrodes causing a large multlphcatlon (by a
factor of 10* or more) of the electron flux from its initial value at the photocathode
surface. Finally, the amplified charge burst amves at the output electrode (the anode)
of the tube. The magnitude of this charge surge 1s propomonal to the initial. amount
of charge liberated at the photocathode of the PMT the constant of proportlonallty is
the gain of the PMT. Furthermore, by virtue of the physics of the photoelectnc effect,
the initial number of photoelectrons liberated at the photocathode is proportlonal to
the amount of light incident on the phototube, wh1ch in turn, is propomonal to the
amount of energy deposlted in the scintillator by the gamma ray (assuming no light
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loss from the scintillator volume). Thus, an output signal is produced that is pro-
portional to the energy deposited by the gamma ray in the scintillation medium. As
discussed above, however, the spectrum of deposited energies (even for a monoen-
ergetic photon flux) is quite varied, because of the occurrence of.the photoelectric
effect, Compton effect, and various scattering phenomena in the scintillation medium
and statistical fluctuations associated with all of these processes. This is discussed in
more detail in Section:3.3.

PHOTOCATHODE

SCINTILLATOR

ANODE

LIGHT PHOTOMULTIPLIER
PIPE TUBE

Fig. 3.2 Typical arrangement of components in a scintillation detector. The scin-
tillator and photomultiplier tube are often optically linked by a light
pipe. The dynodes (1-13 in the figure) are arranged to allow successive
electron cascades through the tube volume. The final charge burst is
collected by the anode and is usually passed to a preamplifier for con-
version to a voltage pulse.

3.2.3 Solid-State Detectors

In solid-state detectors, the charge produced by the photon interactions is collected
directly. The gamma-ray energy resolution of these detectors is dramatically better
than that of scintillation detectors; so greater spectral detail can be measured and used
for SNM evaluations. A generic representation of the solid-state detector is shown in
Figure 3.3. The sensitive volume is an electronically conditioned region (known as the
depleted region) in a semiconductor material in which liberated electrons and holes
move freely. Germanium possesses the most ideal electronic characteristics in this
regard and is the most widely used semiconductor material in solid-state detectors. As
Figure 3.3 suggests, the detector functions as a solid-state proportional counter, with
the ionization charge swept directly to the electrodes by the high electric field in the
semiconductor, produced by the bias voltage. The collected charge is converted to a
voltage pulse by a preamplifier. The most popular early designs used lithium-drifted
germanium [Ge(Li)] as the déetection medium. The lithium served to inhibit trapping
of charge at impurity sites in the crystal lattice during the charge collection process.
In recent years, manufacturers have produced hyperpure germanium (HPGe) crystals,
essentially eliminating the need for the lithium doping and simplifying operation of
the detector. .
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Fig. 3.3 Typical arrangement of components in a solid-state detector.
The crystal is a reverse-biased p-n junction that conducts
charge when ionization is produced in the sensitive region.
The signal is usually fed to a charge-sensitive preamplifier for
conversion to a voltage pulse (see Chapter 4).

(a) (b) ()

Fig. 3.4 Illustration of various solid-state detector crystal configura-
tions: (a) open-ended cylindrical or true coaxial, (b) closed-
ended cylindrical, and (c) planar. The p-type.and n-type semi-
conductor materials.are labeled accordingly. The regions
labeled i are the depleted regions that serve as the detector
sensitive volumes. In the context of semiconductor diode junc-
tions, this region is referred to as the intrinsic region or a p-i-
n junction.

Solid-state detectors are produced mainly in two configurations: planar and coaxial.
These terms refer to the detector crystal shape and the manner in which it.is wired
into the detector circuit. The most commonly encountered detector configurations
are illustrated in Figure 3.4. Coaxial detectors are produced either with open-ended
(the so-called true coaxial) or closed-ended crystals [Figure 3.4 (a-b)]. In both cases
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the electric field for charge collection is primarily radial, with some axial compo-
nent present in the closed-ended configuration. Coaxial detectors can be produced
with large sensitive volumes and therefore with large detection efficiencies at high
gamma-ray energies. In addition, the radial electric field geometry makes the coaxial
(especially the open-ended coaxial) solid-state detectors best for fast timing applica-
tions.  The planar detector consists of a crystal of either rectangular or circular cross
section and a sensitive thickness of 1-20 mm [for example, Figure 3.4 (c)]. The
electric field is perpendicular to the cross-sectional area of the crystal. The crystal
thickness is selected on the basis of the gamma-ray energy region relevant to the appli-
cation of interest, with the small thicknesses optimum for low-energy measurements
(for example in the L-x-ray region for special nuclear material). Planar detectors
usually achieve the best energy resolutlon because of their low capacitance; they are
preferred for detailed spectroscopy, such as the analysis of the complex low-energy
gamma-ray and x-ray spectra of uranium and plutonium,

Because of their high resolution, semiconductor detectors are relatively sensitive to
performance degradation from radiation damage. The amount of damage produced in
the detector crystal per unit of incident flux is greatest for neutron radiation. Thus,
in environments where neutron levels are high (such as accelerators, reactors, or in-
struments with intense neutron sources), the most significant radiation damage effects
will be observed. Furthermore, radiation damage effects can be of concern in NDA
applications where large amounts of nuclear material are continuously measured with
high-resolution gamma-ray spectroscopy equipment—for example, in measurements
of plutonium isotopics in a high-throughput mode.

The primary effect of radiation damage is the creation of dislocation sites in the
detector crystal. This increases the amount of charge trapping, reduces the amplitudes
of some full-energy pulses, and produces low-energy tails in the spectrum photopeaks.
In effect, the resolution is degraded, and spectral detail is lost. An example of this
type of effect is shown in Figure 3.5 (Ref. 6). It has been generally observed that
significant performance degradation begins with a neutron fluence of approximately
10° n/cm?, and detectors become unusable at a fluence of approximately 1019 n/cm?
(Ref. 7). However, the new n-type HPGe crystals are demonstrably less vulnerable to
neutron damage. ‘Procedures ‘have been described in which the effects of the radiation
damage can be reversed through warming (annealing) the detector crystal (Ref. 8).

Further details on:the design and use of solid-state detectors for gamma-ray spec-
troscopy may be found in Refs. 1, 2, and 9.

~In the quiescent state, the reverse-bias- diode configuration of a germanium solid-
state detector results in very low currents in the detector (usually in the pico- to
nanoampere range). This leakage current can be further reduced from its room-
temperature value by cryogenic cooling of solid-state medium, typically to liquid
nitrogen temperature (77 K). This cooling reduces the natural, thermally generated
electrical noise :in the crystal but constitutes the main disadvantage of such detectors:
the detector package must mclude capacny for cooling, and this usually involves a
dewar for containing the 11qu1d coolant In recent years, attempts have been made
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Fig. 3.5 The deterioration of a high-resolution solid-state detector gamma spec-
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high-energy portion of the spectrum is shown.. Also noted is the width
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to cool the detector material electronically (Ref. 10), but these efforts are still in the
experimental stages, and the capability is just beginning to be available commercially.

Another popular solid-state detector material for photon spectroscopy is lithium-
drifted silicon [Si(Li)]. The lower atomic number of silicon compared to germanium
reduces the photoelectric efficiency by a factor of about 50 (see Chapter 2), but this
type of detector has been widely used in the measurement of x-ray spectra in the
1- to 50-keV energy range and finds some application in x-ray fluorescence (XRF)
measurements .(see Chapter 10). The low photoelectric efficiency of silicon above
50 keV is an advantage when measuring low-energy x rays'and gamma rays, because it
means that sensitivity to high-energy gamma rays is greatly reduced. Silicon detectors
are most heavily used in charged-particle:spectroscopy and are also used for Compton-
recoil spectroscopy of hlgh-energy gamma rays.

Other solid-state detection media besides germanium and silicon have been applied
to gamma-ray spectroscopy. In NDA measurements, as well as many other applica-
tions of ‘gamma-ray spectroscopy, it would be advantageous to have high-resolution
detectors operating at room temperature, thereby eliminating the cumbersome appa-
ratus necessary for cooling the detector crystal. Operation of room-temperature semi-
conductor materials such as CdTe, Hgly, and GaAs has been extensively researched
(Ref. 11). Their higher average atomic numbers provide greater photoelectric effi-
ciency per unit volume of material. Some of their performance characteristics are
summarized in Table 3-1. However, these detector materials have enjoyed limited ap-
plication to NDA problems to date, largely because it has not been possible to produce
crystals ‘sufficiently large for the total detectlon efficiencies needed in NDA applica-
tions. As crystal-growth technology improves, these detectors may become more
attractive as convenient, high-resolution room-temperature detectors for gamma-ray
spectroscopy of nuclear materials.

Table 3-1. Comparison of several semiconductor detector materials

Energy per Best y-Ray Energy

Atomic e-h Pair (6)° Resolution at 122 keV®
Material Numbers V) (keV)
Ge (77 K) 32 2.96 0.46
CdTe (300 K) 48, 52 4.43 3.80
Hgl, (300 K) 80, 53 6.50 3.50
GaAs (300 K) 31,33 42 2.60
Nal (300 K)¢ 11, 53 . 142

2This quantity determines the number of charge carriers produced in
an interaction. (See Section 3.3.3.)

bRepresentative resolution data, as tabulated in Ref. 12. Energy
resolution is discussed further in Section 3.3.3 and in Chapter 5.
“While not a semiconductor material, Nal is included in the table
for convenient comparison.
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3.3 CHARACTERISTICS OF DETECTED SPECTRA

In gamma-ray spectroscopy applications, the detectors produce output pulses whose
magnitudes are proportional to the energy deposited in the detecting medium by the
incident photons. The measurement system includes some method of sorting all of
the generated pulses and displaying their relative numbers. The basic tool for accom-
plishing this task is the multichannel analyzer (MCA), whose operation is discussed
in Chapter 4. The end result of multichannel analysis is a histogram (spectrum) of the
detected output pulses, sorted by magnitude. The pulse-height spectrum is a direct
representation of the energy spectrum of the gamma-ray interactions in the detection
medium and constitutes the spectroscopic information used in gamma-ray NDA.

3.3.1 Generic Detector Response

Regardless of the type of detector used, the measured spectra have many features
in common. Consider the spectrum of a monoenergetic gamma-ray source of energy
Ey. The gamma-ray spectrum produced by the decaying nuclei is illustrated in Fig-
ure 3.6(a). The gamma-ray photons originate from nuclear transitions that involve
specific energy changes. There is a very small fluctuation in these energy values
because of two effects: (1) the quantum uncertainties in the energies of the transi-
tions (the so-called Heisenberg Uncertainty), and (2) recoil effects as the gamma-ray
photons are emitted. These uncertainties are finite, but negligible compared with the
other energy-broadening effects discussed below and so are not shown on the figure.
Thus, the “ideal” monoenergetic gamma-ray spectrum from free decaying nuclei is
essentially a sharp line at the energy Eg.

Since detected gamma-ray photons do not usually come from free nuclei but are
emitted in material media, some of them undergo scattering before they emerge from
the radioactive sample. This scattering leaves the affected photons with slightly less
energy than Eg, and the energy spectrum of photons emitted from a material sample is
slightly broadened into energies below Eg as shown in Figure 3.6(b). The magnitude
of this broadening is also quite small with respect to other effects discussed below
and is exaggerated in Figure 3.6(b) to call attention to its existence. It should also be
noted that some gamma rays, after leaving the sample, will be scattered by external
materials before entering the detector, and this effect can show up in the final energy
spectrum (see below).

When the gamma ray enters the detection medium, it transfers part or all of its
energy to an atomic electron, freeing the electron from its atomic bond. This freed
electron then usually transfers its kinetic energy, in a series of collisions, to other
atomic electrons in the detector medium.

The amount of energy required to produce electron-ion pairs in the detecting
medium determines the amount of charge that will be produced from a detection
event involving a given amount of deposited energy (see Table 3-1). A photoelectric
interaction transfers all of the incident photon’s energy to a photoelectron; this electron
subsequently causes multiple ionizations until its energy is depleted. The amount of
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Fig. 3.6 An idealization of the photon spectrum (a) produced by free nuclei,
(b) emerging from a material sample, and (c) displayed from interac-
tions in a detecting medium. k
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charge produced from this type of event is therefore proportional to the actual photon
energy. A Compton scattering interaction transfers only part of the incident photon’s
energy to an ionized electron; and that electron subsequently causes ionizations until
its energy is depleted. The amount of charge produced from this type of event is
proportional to the partial energy -originally lost by the incident photon but conveys
no useful information about the actual photon energy. Muitiple Compton scattering
events for a single photon can produce amounts of charge closer to the value repre-
senting the full energy .of the. original photon; however, Compton-produced signals
generally represent one scattering interaction and are lower in magnitude than the
full-energy signals. The idealized detector response to the photoelectric and Compton
interactions in the detection medium is shown in Figure 3.6(c). The maximum energy
that can be.deposited in the detection medium from a Compton scattering event comes
from an event where the photon is scattered by 180°. The Compton-generated detector
pulses are therefore distributed below:this maximum energy [E. in Figure 3.6(c)] and
constitute a source of “background” pulses that carry no useful energy information.

The full-energy peak-in Figure 3.6(c) is significantly broadened by the statistical
fluctuation in the number of electron-ion. pairs: produced by the photoelectron. ‘This
effect is the primary contributor to-the width of the full-energy peak and is therefore
the dominant factor in the detector energy resolution (see Section 3.3.3).

3.3.2 Spectral Features

A more realistic representation of a detector-generated gamma-ray spectrum from a
monoenergetic gamma-ray flux is shown in Figure 3.7. The spectral features labeled
A-G are explained below.

MONOENERGETIC GAMMA-RAY FLUX

NUMBER OF PULSES

0
DETECTOR PULSE AMPLITUDE
(Y -RAY ENERGY)

Fig, 3.7 A realistic representation of the gamma detector spectrum
from a monoenergetic gamma source. The labeled spectral
features are explained in the text.
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A. The Full-Energy Photopeak. This peak represents the pulses that arise from
the full-energy, photoelectric interactions in the detection medium. Some counts also
arise from-single or multiple Compton interactions that are followed by a photoelectric
interaction. Its width is determined primarily by the . statistical fluctuations in the
charge produced from the interactions plus a contribution from the pulse-processing
electronics (see Section 3.3.3 and Chapter 4). .Its centroid represents the photon
energy Eq. Its net area above background represents:the total number of full-energy
interactions ‘in the detector and is usually proportional to the mass of the emitting
isotope. x

B. Compton Background Continuum. These pulses, distributed smoothly up to
a maximum energy E. (see Figure 3.6), come from interactions involving only partial
photon energy loss in the detecting medium. Compton events are the primary source
of background counts. under the full-energy peaks in more complex spectra.

C. The Compton Edge. This is the region of the spectrum that represents the
maximum . energy loss by .the incident photon through Compton scattering. It is a
broad asymmetric: peak corresponding to-the maximum energy (E.) that a gamma-
ray photon of energy Eg.ican transfer to a free electron in a single scattering event.
This corresponds to a “head-on” collision between the photon and the electron, where
the electron moves forward and the gamma-ray scatters backward through 180° (see
Section 2.3.2). The energy of the Compton edge is given by Equation 2-11.

D. The “Compton Valley.” For a monoenergetic source, pulses in this region arise
from either multiple Compton scattering events or from full-energy interactions by
photons that have undergone small-angle scattering (in either the source materials
or intervening materials) before entering the detector. Unscattered photons from a
monoenergetic source cannot produce pulses in this region from a single interaction
in the detector. In more complex spectra, this region can contain Compton-generated
pulses from higher-energy photons.

E. Backscatter Peak. This peak is caused by gamma rays that have interacted by
Compton scattering in one of the materials surrounding the detector. Gamma rays
scattered by more than 110°-120° will emerge with nearly identical energies in the
200- to 250-keV range. Therefore, a monoenergetic source will give rise to many
scattered gamma rays whose energies are near this minimum value (see Ref. 1 and
Section 2.3.2). The energy of the backscatter peak is given by Equation 2-10.

F. Excess-Energy Region. With a monoenergetic source, events in this region are
from high-energy gamma rays and cosmic-ray muons in the natural background and
from pulse-pileup events if the count rate is high enough (see Chapter 4). In a more
complex spectrum, counts above a given photopeak are primarily Compton events
from the higher-energy gamma rays.
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G. Low-Energy Rise. This feature of the spectrum, very near the “zero-pulse-height-
amplitude” region, arises typically from low-amplitude electronic noise in the detection
system that is processed like low-amplitude detector pulses-are. This noise tends to be
at rather high frequency and so appears as a high-count-rate phenomenon. Electronic
noise is usually filtered out of the analysis electronically (see Chapter 4), so this
effect does not usually dominate the displayed spectrum. In more complex gamma-ray
spectra, containing many different photon energies, the Compton-edge and backscatter
peak features tend to “wash out,” leaving primarily full-énergy peaks on a relatively
smooth Compton background. :

3.3.3 Detector Resolution

The resolution of a detector is a measure of its ability to resolve two peaks that are
close together in energy. The parameter used to specify the detector resolution is the
Full Width of the (full-energy) photopeak at Half its Maximum height (FWHM). If a
standard Gaussian shape is assumed for the photopeak, the FWHM is given by

FWHM = 20v/In 2 3-1)

where o is the width parameter for the Gaussian. High resolution (small FWHM)
not only makes individual definition of close-lying peaks easier but also makes the
subtraction of the Compton continuum less uncertain because it is a smaller fraction
of the total activity in the peak region. The more complex a gamma-ray spectrum is,
the more desirable it is to have the best energy resolution possible.

There are both natural and technological limits to how precisely the energy of a
gamma-ray detection event can be registered by the detection system. The natural limit
on the energy precision arises primarily from the statistical fluctuations associated with
the charge production processes in the detector medium. The voltage integrity of the
full-energy pulses can also be disturbed by electronic effects, such as noise, pulse
pileup, improper pole-zero settings, etc. These electronic effects have become less
important as technology has improved, but their potential effects on the resolution must
be considered in the setup of a counting system. The electronic and environmental
effects on detector resolution are discussed in more detail in Chapter 4.

The two types of detectors most widely used in gamma-ray NDA applications are
the Nal(T1) scintillation detector and the germanium solid-state detector. The Nal
detector generates full-energy peaks that are much wider than their counterparts from
the germanium detector. This is illustrated in Figure 3.8, where the wealth of detail
evident in the germanium spectrum of plutonium gamma rays is all but lost in the
corresponding Nal spectrum.

By considering the statistical limit on the energy precision, it is possible to un-
derstand the origin of the difference in the energy resolution achievable with various
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Fig. 3.8 Gamma-ray spectrum from:a plutonium sample with 94.2% 23py,
taken with a high-resolution solid-state detector [Ge(Li)] and
with a Nal scintillation counter. Gamma-ray. energies are given
in keV.

types of detectors. Ideally, the number of electron charges (n) produced by the pri-
mary detection event depends upon the total energy deposited (E) and the average
amount of energy required to produce an electron-ion pair (6):

n=E/s. 6

The random statistical variance in n is the primary source of fluctuation in the full-
energy pulse amplitude. However, for some detector types, this statistical variance is
observed to be less than (that is, better than) the theoretical value by a factor known
as the Fano factor (Ref. 13):

o%(n) = Fn = FE/§ . , (3-3)

This effect comes from the fact that part of the energy lost by the incident photon goes
into the formation of ion pairs and part goes into heating the lattice crystal structure
(thermal energy). The division of energy between heating and ionization is essentially
statistical. Without the competing process of heating, 4ll of the incident energy would
result in ion-pair production, and there would be no statistical fluctuation in n (F = 0).
By contrast, if the probability of ion pair production is small, then the statistical
fluctuations would dominate (F = 1). For scintillators, the factor F is approximately
unity; for germanium, silicon, and gases, it is approximately 0.15 (Refs. 1 and 2).
Since the number of charge carriers (n) is proportional to the deposited photon energy
(Equation 3-2), the statistical portion of the relative energy resolution is given by

AE,10¢/E = 2.350(n)/n = 2.35[F6/E]\/2 . (3-4)
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The statistical limits on detector resolution are compared in Table 3-2 for several
types of detectors. The electronic contribution to the energy fluctuations (AEezect)
is essentially independent of photon energy and determined largely by the detector
capacitance and the preamplifier. Thus, the total energy resolution can be expressed
as the combination of the electronic and statistical effects:

A%Eypy = AEepect + A%Egtar = a + 0B . (3-5)

In Figure 3.9 (Ref. 14) the energy resolutions of scintillation, gas, and solid-state
detectors are compared in the low-energy x-ray region. Techniques for measuring
resolution are described in Section 5.2.

The argument presented here assumes that the scintillation efficiency is the main
factor influencing the number of electrons produced at the photocathode of a scintilla-
tion detector. Other factors, such as scintillator transparency, play important roles. To
work effectively as a detector, a scintillating material must have a high transparency
to its own scintillation light. In a similar vein, factors such as charge carrier mobility

Table 3-2. Theoretical statistical energy resolution at 300 keV for different
types of gamma-ray detectors ‘ '

, High-
: No. of Relative Energy Energy
Detecting § Electrons, n, Error Resolution?  Resolution®
Medium (eV)? for 300 keV® in n® (keV) (keV)
Ge 2.96 1.0 x 10° 0.0032 0.86 1.60
Gas 30. 1.0 x 10* 0.010 2.73 --
Nal -f 1.0 x 103 0.032 226 30.0
BGO - 8.0 x 10! 0.11 77.6 100.0

°Average energy (in eV) required to produce one electron-ion pair in the detecting
medium.

The ratio E/§ for E = 300 keV (Equation 3-2).

“The quantity a(n)/n, or (1/n)}/2, without the incorporation of the Fano factor.

9The statistical portion of the energy resolution, AE,;, from Equation 3-4. Fano
factors used were 0.15 for germanium and gas, and 1.0 for the scintillators. These are
average values for purposes of illustration.

¢Resolution at 1332 keV (8°Co), calculated the same way as in the previous column,
but using the higher energy. Values for gas detectors are not shown, since these
detectors are ineffective for spectroscopy at such high energies.

/Since the measured:charge is collected indirectly in scintillation detectors, this-quan-
tity is not relevant; a typical number of electrons produced at a photomultiplier photo-
cathode per keV for Nal is taken from Ref. 1, and the numbers for BGO are based on
the fact that its scintillation efficiency is approximately 8% of that for Nal (Ref. 1).
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Fig. 3.9 Resolution comparison among Nal scintillation, gas proportional, and Si(Li)
semiconductor detectors for the primary x rays of silver. (Adapted from Ref. 14.)

play an important role in determining the resolution of a solid state detector. This
discussion is simplified of necessity, but it illustrates the primary reason why germa-
nium detectors resolve so much better than scintillation detectors. See Ref. 1 for a
more complete discussion of detector resolution.

3.3.4 Detector Efficiency

The basic definition of absolute photon detection efficiency is

total number of detected photons in the full-energy peak (3-6)
total number of photons emitted by the source ) ‘

Etot =

For the discussion to follow, we will be.concerned with only: full-energy events and
thus with the full-energy detection efficiency. This total efficiency can be expressed
as the product of four factors: ‘

Etot = EgeomEabspEsampleCint- 3-7

The geometric efficiency €g4eom is the fraction of emitted photons that are intercepted
by the detector. For a point source this is given by

€ geom = A/(4712) v , v (3-8)
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where A is the cross-sectional area of the detector and r is the source-to-detector
distance (described in Section 5.5). This factor is essentially independent of photon
energy. It manifests the well-known inverse-square law for counting rates as a function
of source-to-detector distance.

The absorption-efficiency €qpsp takes into account the effects of intervening mate-
rials (such as the detector housing, special absorbers, etc.) that absorb some of the
incoming radiation before it interacts with the detector volume. This term is especially
important (it should be «1) for low-energy photons for which absorption effects are
most pronounced. It has the mathematical form

Eabsp = eXP[ — L ;(Ey)pixi] : - (3-9)

where u,;, p;, and x; are the mass absorption coefficient, density, and thickness of
the ith intervening material, and the summation is over all types of intervening mate-
rials.

The sample efficiency €sample is the reciprocal of the sample self-absorption cor-
‘rection (CFgser) discussed in Chapter 6. This quantity is the fraction of emitted
gamma rays that actually emerge from the sample material. For example, in a slab of
thickness x and transmission T equal to exp[—(upx),], the sample efficiency is

1 —exp[—(upx)s] _ T-1
(pX)s "I T’

Esample = (3-10)
ThlS factor clearly depends on the composition of each sample.

The intrinsic efficiency € is the probability that a gamma ray that enters the
detector will interact and give a pulse in the full-energy peak. In simplest terms, this
efficiency comes from the standard absorption formula

Eint = 1 — exp(—ppx) 3-11)

where 4 is the photoelectric mass attenuation coefficient, and p and x are the density
and thickness of the sensitive detector material. This simple expression underestimates
the true intrinsic efficiency because the full-energy peak can also contain events from
multiple Compton scattering interactions. ' In general, £;,; is also a weak function
of r because of the detection of off-axis incident gamma rays. Empirically, €;,: can
usually be approximated by a power law of the form

Eint  aE5". ( (3-12)

Another important term is relative efficiency, which has two connotations:

e Relative to Nal: It is common préctice to specify the efficiency ofa germanium
detector at 1332 keV (5°Co) as a percent of the efficiency of a 3 in. by 3 in.
Nal detector at 25-cm source-to-detector distance and the same gamma-ray
energy:

Erel to Na1{Ge) = 100 40t (Ge, 1332 keV)/e¢or (Nal, 1332 keV) . (3-13)
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The theoretical value of £50; (Nal, 1332 keV) at 25 cm is 1.2 x 1073, Thus,
for example, a 30% (relative) germanium detector has a theoretical absolute
efficiency at 1332 keV at 25 cm of 3.6 x 1074,

o Relative Efficiency Curve: (Also called the intrinsic efficiency calibration.)
This is a composite curve of the energy dependence of the ratio of the detected
count rate to the emitted count rate:

Erel = NEabsp€sample€int (3-14)

The factor N emphasizes that, for most assay applications, the absolute value
of this total efficiency is not as important as the relative values at different
energies. This efficiency also includes the energy-dependent effect of the
sample self-absorption €,,mpte (see Chapter 6 and Equation 3-10), and so
must be' determined for each sample measured. :

The total relative efficiency may be calculated semi-theoretically, or (as is
more prudent) it can be measured using many different gamma rays from one
isotope. Aspects of this relative efficiency and its measurement are dealt with
in greater detail in Chapter 8, and an example of a measured relative efficiency
curve, including the sample self-absorptlon is shown in Figure 8.14.

Detector efficiencies are usually measured and quoted as absolute photopeak effi-
ciencies for detection of gamma rays from unattenuating point sources. Therefore,
their energy dependence is dominated by €in: at the higher energies and by €445p at
the lower energies; the geometrical factor €geom establishes the overall magnitude of
the efficiency. The intrinsic and absorption efficiencies are strongly dependent on-the
incident photon energy, as illustrated in Figures 3.10 and 3.11 (Ref. 15), where the
typical energy dependence of detector efficiency is shown for a planar and a coaxial
Ge(Li) detector, respectively.

These figures make three general points:

1. The strong energy dependence of the total detection efficiency causes the recorded
photon intensities to be significantly different from the emitted intensities. To
perform quantitative assays involving comparison of the intensities of different
gamma rays, one must take into account this energy-dependent efficiency correction.

2. When low-energy gamma-ray assays are performed, thin detector volumes should be
used. This optimizes the detection efficiency in the low-energy region and reduces
the detection efficiency for the unwanted high-energy gamma rays.

3. When high-energy gamma-ray assays are performed, thick detector volumes should
be used to provide adequate efficiency for the more penetrating radiation. In ad-
dition, selected absorbers at the detector entrance can reduce contributions to the
counting rate from unwanted low-energy radiation.
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Fig. 3.10 Absolute full-energy peak efficiency for a point source
54 mm from the face of a 33-mm-diam by 6.8-mm-thick
planar Ge(Li) detector (adapted from Ref. 15). The mea-
sured data points are from known spontaneous and in-
duced gamma decay processes. The low-energy decrease
in efficiency illustrates the increased absorption of the
low-energy incident radiation by the detector container
and absorbers (€gbsp); the decrease in efficiency at high
energy illustrates the decreased interaction rate in the
detector crystal for higher-energy gamma rays (€int)-
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Fig. 3.11 Same as Figure 3.10, except for a point source 83 mm from tize face
of a 38-cm’ true coaxial Ge(Li) detector (adapted from Ref. 15).

Even though Figures 3.10 and 3.11 illustrate these points for solid-state detectors,
these same conclusions apply to Nal detectors as well. For example, uranium en-
richment measurements at 186 keV are typically performed with a 2 in. by 1/2 in.
scintillation crystal, while plutonium assays at 414 keV are usually done with axially
thicker 2 in. by 2 in. scintillators.

3.4 DETECTOR SELECTION

Gamma-ray assay applications have varied objectives that can dictate the use of
a variety of detectors. Discussion of the choice of detectors from the standpoint of
energy resolution is given in Chapter 4. An additional consideration is the gamma-
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ray (or x-ray) energy range of interest in a particular application. In general, the
photon energies of major interest in the NDA of nuclear material range from below
the x-ray region (85-100 keV) to approxlmately 400 keV. Exceptions are Lr;;-edge
densitometry in the 15- to 30-keV energy range (see Chapter 9), plutonium isotopic
measurements in the 400- to 1000-keV range (see Chapter 8), and occasional measure-
ments of 23U daughter activity in the 600- to 1000-keV range. (The major gamma-ray
signatures for nuclear material are listed in Table 1-2.) As was illustrated in' the dis-
cussion above, detectors that are thick in the axial dimension are more efficient for
the high-energy applications, and for low-energy gamma- and x-ray measurements,
axially thin detectors are better suited because of their optimum detection efficiency
at low to medium energies and relative insensitivity to higher-energy radiation. Other
factors, such as cost and portability may:dictate the use of less expensive and more
portable Nal (scintillation) detectors, with: the attendant sacrifice of good energy res-
olution. In recent years, high-resolution detectors have become available with small
liquid-nitrogen dewars that render the detector assembly every bit as portable as a
Nal detector. However, cost considerations still favor the scintillation detector over
the high-resolution detector. : :
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Instrumentation for
Gamma-Ray Spectroscopy

Jack L. Parker

4.1 INTRODUCTION

The subject of this chapter is the function and operation of the components of a
gamma-ray spectroscopy system. In Chapter 3 it was shown that the output pulse
amplitude from most gamma-ray detectors is proportional to the energy deposited by
the gamma ray. The pulse-height spectrum from such a detector contains a series of
full-energy peaks superimposed on a continuous Compton background. Although the
spectrum can be quite complicated (for example, see Figure 1.10 of Chapter 1) and
thereby difficult to analyze, it contains much useful information about the energies
and relative intensities of the gamma rays emitted by the source. The information that
is important for the quantitative nondestructive assay (NDA) of nuclear material is
contained in the full-energy peaks. The purpose of the electronic equipment that fol-
lows the detector is to acquire an accurate representation of the pulse-height spectrum
and to extract the desired energy and intensity information from that spectrum.

This chapter provides a relatively brief introduction to the wide variety of instru-
mentation used in the gamma-ray spectroscopy of nuclear materials. It emphasizes
the function of each component and provides information about important aspects of
instrument operation. For a detailed description of instrument operation, the reader
should refer to the instruction manuals provided with each instrument. Because of
the rapidly advancing state-of-the-art of gamma-ray spectroscopy equipment, the best
sources of current information are often the-manufacturers and users of the instraments.
Although the manufacturers are clearly the: best source of information about the elec-
tronic capabilities of their equipment, those: active in the application of gamma-ray
spectroscopy t0 NDA are usually the best source of information on effective assay
procedures and the selection of equipment for a given: application. Books and re-
ports on gamma-ray Spectroscopy equlpment are often out of date soon after they are
published.

Gamma-ray spectroscopy systems can be divided into two classes according to
whether they use single-channel analyzers (SCAs) or multichannel analyzers (MCAs).
Figures 4.1 and 4.2 show block diagrams of the two classes. Both systems begin
with a detector, where the gamma-ray interaction produces a weak electrical signal
that is proportional to the deposited energy. Section 4.2 discusses the process of
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selecting an appropriate detector for different NDA applications. Sections 4.3 through
4.8 discuss the basic components of gamma-ray spectroscopy systems; the discussion
of each component is presented in the order in which the electrical signal flows
through the system. Section 4.9 presents auxiliary electronic equipment. Usually,
components other than those shown in Figures 4.1 or 4.2 must be added to form a
useful NDA system. Shields, collimators, sample holders, sample changers, scanning
mechanisms, and source shutters are discussed in later chapters that describe specific
assay techniques and instruments.
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Fig. 4.1 Block diagram of a single-channel-analyzer-based gamma-ray spec-
troscopy system for simple NDA applications.

4.2 SELECTION OF DETECTOR

Some general guidance is given in this section to the often difficult matter of
selecting an appropriate detector for a particular NDA application. There -are not
only several generic types of detectors but myriad variations of size, shape, packaging
configuration, performance, and price. The detector choice must be evaluated in the
light of the technical requirements of a proposed application and the nontechnical but
often overriding matter of budgetary constraints.

The first and most important detector parameter to consider is resolution. A de-
tector with high resolution usually gives more accurate assays than one with low
resolution. The resolution of a germanium detector is typically 0.5 to 2.0 keV in the
energy range of interest for NDA applications, whereas the resolution of a Nal detec-
tor is 20 to 60 keV. It is easier to determine accurately the area of full-energy peaks
in a complex spectrum when the peaks do not overlap, and the probability of overlap is
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Fig. 4.2 Block diagram of a multichannel-analyzer-based gamma-ray spec-
troscopy system for complex NDA applications.

less with narrower peaks. The background continuum under the full-energy peaks is
easier to subtract from a high-resolution spectrum because it is a smaller fraction of
the total activity in the peak region. Full-energy-peak areas are easier to evaluate in
high-resolution spectra because the interference from small-angle Compton scattering
in the sample is reduced. Gamma rays that undergo small-angle scattering lose only a
small amount of energy. If these scattered gamma rays still fall in the full-energy-peak
region, the calculated full-energy-peak area is likely to be incorrect. This problem
is minimized by using a high-resolution detector, which provides narrow, full-energy
peaks.

The complexity of the spectrum should influence the detector choice; the more com-
plex the spectrum becomes, the more desirable high resolution becomes. Plutonium
has a much more complex gamma-ray spectrum than uranium does, and germanium or
silicon detectors are used more often in plutonium assay applications than in uranium
assay applications.

The second performance parameter to consider is efficiency, which determines the
count rates that can be expected, the time that is required to achieve a given preci-
sion, and the sensitivity that can be achieved. Higher efficiency always costs more
for a given detector type, but a given efficiency is less expensive to obtain in a
low-resolution Nal detector than in a high-resolution germanium detector. There is
considerable motivation to use a less-eXpensive, lower-resolution detector when it can
give satisfactory assay results.

Other parameters such as space and cooling requirements and portability must be
considered and are sometimes the dominant considerations. The selection of an ap-
propriate detector is often difficult and may involve painful compromises among con-
flicting requirements. Once the selection is made, considerable care should be taken




68 Jack L. Parker

to specify all pertinent parameters to prospective vendors to ensure that the desired
detector is obtained.

4.3 HIGH-VOLTAGE BIAS SUPPLY

All of the commonly used gamma-ray detectors require a high-voltage bias supply
to provide the electric field that collects the charge generated by the gamma-ray
interaction in the detector. The bias supply is not a part of the signal path but is
required to operate the detector. It is usually the most reliable unit in a spectroscopy
system and the: easiest to operate.

Germanium and silicon diode detectors require very low currents, typically <10~°A.,
The voltage requirements range from a few hundred volts for a small silicon detec-
tor to several thousand volts for a large coaxial germanium detector. Bias supplies
for germanium and silicon detectors usually provide up to 5 kV and 100 uA. The
voltage-resolution and low-frequency-filtering requirements are modest because there
is no charge amplification in the detector. The voltage is usually continuously vari-
able from O to:5 kV. In the past, it was necessary to vary the voltage very slowly
(<100 V/s) when tuming on or changing the detector bias because the field-effect
transistor (FET) used in the. first stage of the detector preamplifier is easily damaged
by sudden voltage surges. However the protection now provided by the filter in-
cluded in all hlgh-quallty preamplifiers is so good that an FET is rarely destroyed
for this reason.. Battery packs are sometimes used as bias supplies for germanium
and silicon deteclors because they are portable and do not generate noise. A charged
capacitor can be used as a “power supply” for many hours; in fact, the capacitor in
the high-voltage filter located in the preamplifier can often operate a detector for an
hour or two. ,

The bias supply requirements for photomultiplier tubes used with scintillation de-
tectors are more stnngent than for solid-state diode detectors.. The required voltage
is typically a few thousand volts, but the required current is usually 1 to 10 mA. Be-
cause the gain of a photomultiplier is a very strong function of the applied voltage, the
stability and filtering must be excellent. The 100-pA supplies used with germanium
detectors will usually not operate a photomultiplier tube.

Bias supplies come in a variety of packages. The most common is the nuclear in-
strumentation rnodule (NIM), which plugs into a frame or bin (NIM bin) that supplies
the necessary dc voltages to power the module. NIM modules meet interationally
accepted standards for dimensions, voltages, wiring, and connectors and are widely
used in NDA instrumentation. Other bias supplies fit in NIM bins but take power
from the normal ac source. The high-current bias supplies used to power multi-
ple photomultiplier-tube arrays are often mounted in standard 45.7-cm (18-in.)-wide
instrumentation racks.
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NIM bias supplies frequently use an electronic switching device to generate the
required voltage. The switching device generates a high-frequency noise that can
find its way into the preamplifier and cause significant degradation of spectral quality.
This problem can be minimized by careful grounding and cable positioning. The noise
generated by the power supply can also introduce false signals into any pileup rejection
circuitry being used. Photomultiplier-tube bias supplies, even those that are not the
NIM type, can also be sources of high-frequency noise. As usual, an oscilloscope is
a most useful aid in detecting the presence of interfering electrical noise from any
source.

Note that detector bias supplies can be lethal. -Caution is always required, particu-
larly when working with the high-current supplies that power photomultiplier tubes.
Persons who are accustomed to working with low-voltage, low-power, transistorized
circuits must be made aware of the danger associated with the use of detector power
supplies.

4.4 PREAMPLIFIER

Preamplifiers ‘are required for germanium and silicon detectors and improve the
performance of Nal scintillation detectors. The detector output signal is usually a
low-amplitude, short—duratlon current pulse; a typical pulse might be 10 mV high and
200 ns long. The preamplifier converts'this ‘current. pulse to a voltage pulse whose
amplitude is proportlona] to the energy deposited in the detector during the gamma-ray
interaction. To maximize the signal-to-noise ratio of the output pulse and preserve
the gamma-ray energy information, the preampllﬁer must be placed as close to the
detector as possuble The closeness of the preamplifier minimizes. the capacitance at
the. preamplifier input, thereby reducing the output noise level. The preamplifier also
serves as an impedance-matching device between the high-impedance detector and the
low-impedance coaxial cable that transmits the amplified detector signal to the main
amplifier. The amplifier and preampllﬁer may be separated by as much as several
hundred meters.

Because the detector and preamplifier must be close, the preamplifier is often in
an inconvenient location, surrounded by shielding, and inaccessible during use. Most
preamplifiers have no external controls; the gain and pulse-shape adjustments are in-
cluded in the main amplifier, which is usually in a more convenient location close
to the other system electronics.  Because: it lacks external controls, the preamplifier
occupies only a few hundred cubic centimeters. Its 'small volume is advantageous
when the preamplifier must be located inside the detector shielding. The preamplifier
is usuaily housed in a small rectangular box: For single Nal detectors, the preamplifier
is often built into the cylindrical housing that holds the photomultiplier-tube socket. In
recent years, preamplifiers for germanium and silicon detectors have been packaged in
an annular configuration behind the end cap of‘the detector cryostat. This configuration
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Fig. 4.3 Detectors having annular, cylindrical, and rectangular
preamplifiers.

eliminates awkward boxes that stick out at right angles from cryostats and makes the
detectors easier to shield. Figure 4.3 shows the basic preamplifier configurations just
described. :

Although preamplifiers have few controls, they have several connectors. Usually
included are one or two.output connectors and a test input through which pulses
can be routed from an.electronic pulser to simulate gamma-ray events for testing the
performance of the preamplifier and the other signal-processing instruments in the
system. (The. simulated gamma-ray peak produced in the acquired spectrum can also
give a good estimate of the electronic losses suffered by the system; see Chapter 5.)
The detector bias is often .applied through a connector mounted on the preamplifier.
A multipin connector, is. usually included to provide the power needed for operating
the preamplifier; the power is often supplied by the main amplifier. Certain Nal
preamplifiers generate the required low volitage from the detector bias voltage.
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The preamplifier output pulse is a fast positive or negative step followed by a very
slow decay. The risetime is a few tenths of a microsecond and the decay time is
50 to 100 ps. The amplitude of the fast step is proportional to the charge delivered
to the preamplifier input and therefore proportional to the energy deposited in the
detector by the gamma ray. The long decay time means that a second pulse often
occurs before the tail of the preceding pulse has decayed.. This effect is seen in
Figure 4.4, which shows the preamplifier output from a large, coaxial germanium
detector. The amplitude of the fast-rising step, which contains the important energy
-information from the gamma-ray interaction, is distorted only if the energy deposition
rate becomes so high that the average dc level of the preamplifier rises:to where some
of the fast-rising steps are beyond the linear range of the amplifier.
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Fig. 4.4 Output pulses from a typical germanium-detector pream-
plifier. The important energy information is contained
in the amplitude of the fast-rising voltage step (~0.5 us).
The pileup of pulses on the long tails (~50 s) does not
affect the validity of the energy information.

Most manufacturers offer several preamplifier models that are optimized for differ-
ent detector types.  Parameters such as noise level, sensitivity, risetime, and count-rate
capability may be different for different models. The count-rate capability is usually
specified as the maximum charge per unit time (C/s) delivered from the detector to
the preamplifier input. For germanium and silicon detectors the equivalent energy
per unit time (MeV/s) is often specified; when this number is divided by the average
gamma-ray energy, the result is the maximum count rate that the preamplifier can
handle.
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Usually, few choices can be made when selecting a preamplifier for a Nal detector.
However, several significantly different options are available for germanium detectors;
the selection depends upon the detector and the measurement ‘application. Because
germanium detectors are always sold with an integral preamplifier, the selection must
be made when the detector is purchased.

Because of its low noise, an FET is always the first amplifying stage in a germanium-
detector preamplifier. When germanium detectors were first produced, the FET was
always operated at room temperature in the ‘main preamplifier enclosure. However,
better resolution can be achieved when the FET is cooled along with the detector
crystal. The improvement in resolution is especially significant at gamma-ray ener-
gies below 200 keV. Preamplifiers are now available with either room-temperature or
cooled FETs. The preamplifier feedback resistor and other associated circuit compo-
nents may be located inside the cryostat with the: FET and the detector crystal. The
penalty for the improved performance is that if the FET fails and must be replaced,
the cryostat must be opened, usually by the manufacturer at considerable expense to
the user. However, preamplifiers that use cooled FETs are now so reliable and so
well protected from high-voltage surges that the transistors rarely fail. As a result,
this type of preamplifier is now the most commonly used.

Most manufacturers also offer a high- or low-count-rate option. This option is
needed because detector resolution cannot. be optimized simultaneously for high and
low count rates. Most detector-preamplifier units are optimized to operate at low
count rates (<10 000 count/s) because this provides the best resolution possible.
If the primary application will involve count rates greater than 50 000 count/s, the
manufacturer should be asked to optimize the detector for high-count-rate performance.

Germanium- detector crystals are fabricated in planar or coaxial geometries; the
designation refers to the shape of the crystal and the location of the charge-collecting
contacts. Because of their very low electrical capacitance, small planar detectors
(<10 cm3®) have lower noise and better resolution than large detectors. To obtain the
best possible resolution from small planar detectors, the feedback resistor is some-
times removed from the preamplifier. However, without the feedback resistor, the
decay time of the output pulse is very long and the output level increases with each
successive pulse. Figure 4.5 shows the output of a preamplifier that does not have
a feedback resistor. When the maximum allowable dc level is reached, the pream-
plifier must be reset using a pulsed-optical or transistorized method. However, the
reset pulse can saturate the main amplifier for up to several hundred microseconds,
and the data acquisition equipment must be:disabled to avoid the analysis of invalid,
distorted pulses: Because of this complication, pulsed-optical preamplifiers are chosen
only when the:small improvement. in resolution:is ‘absolutely required. Pulsed-optical
preamplifiers have a low-count-rate capability, often only SO00 MeV/s rather than the
more:than 50 000 MeV/s usually available with other types of preamplifiers. For
low gamma-ray energies (<100 to 200:keV), the count-rate limitation' may not be a
problem. :
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Fig. 4.5 Output pulses from a pulsed-optical preamplifier on a
germanium detector. Because there is no feedback re-
sistor, the noise level is lower than in resistively cou-
pled preamplifiers and the dc output level rises in a
stair-step fashion and inust be reset when the maximum
allowable voltage is reached.

In recent years, preamplifiers that use variations of the pulsed-optical method have
been developed for high-count-rate applications. In one case, the optically coupled
reset device is replaced by a transistor network. In another case, the reset is accom-
plished by optical means but the preamplifier is reset after nearly every event, thereby
reducing the amplifier saturation time.

4.5 AMPLIFIER

-After leaving the preamplifier, the gamma-ray pulses are amplified and shaped to
meet the requirements of the pulse-height-analysis instrumentation that follows the
main amplifier. Most spectroscopy-grade amplifiers are single- or double-width NIM
modules. Portable multichannel analyzers often have a built-in amplifier, which may
be adequate for the intended application.

The main amplifier accepts the low-voltage pulse from the preamplifier and am-
plifies it into a linear voltage range that is O to 10 V for most high-quality am-
plifiers. Within the linear range all input pulses are accurately amplified by the
same factor. The amplification: is nonlinear for output pulses that exceed 10 V.
The maximum output voltage or saturation voltage of most amplifiers is ‘approxi-
mately 12 V. The amplifier gain can be adjusted over a wide range, typically from
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10 to 5000. Amplifiers usually have two gain controls (coarse and fine) to allow
continuous gain adjustment.

The shaping function of the main amplifier is vital to the production of high-quality
spectra. The amplified pulses are shaped to optimize the signal-to-noise ratio and to
meet the pulse-shape requirements of the pulse-height-analysis electronics. Because
single-channel and multichannel analyzers measure the input pulse amplitude with
respect to an internal reference voltage, the amplifier output must return quickly to
a stable voltage level, usually zero, between gamma-ray pulses. ( The stability of the
baseline voltage level is extremely important because any baseline fluctuation perturbs
the measurement of the gamma-ray pulse amplitude and contributes to the broadening
of the full-energy peak.

A narrow pulse shape permits a quick return to baseline. However, the pulse must
be wide enough to allow sufficient time to collect all of the charge liberated by the
interaction of the gamma ray in the detector. Figure 4.4 shows that 0.25 to 0.5 us
could be sufficient to allow complete charge collection. The pulse shape should also
provide a signal-to-noise ratio that minimizes the variation in output pulse amplitude
for a given quantity of charge depositéd at the preamplifier input. Unfortunately, the
pulse width that provides the optimum signal-to-noise ratio is usually wider than that
required for a quick return to baseline. At low count rates, the pulse can be wide
because the probability is small that a second pulse will arrive before the amplifier
output has returned to the baseline level. As the count rate increases, however, the
probability that pulses occur on a perturbed baseline also increases, and the spectrum
is distorted in spite of the optimum signal-to-noise ratio. A narrower pulse width than
required for the optimum signal-to-noise ratio usually gives the best resolution at high
count rates; the resolution, however, is not as good as can be obtained at low count
rates.

The amplifiers used with high-resolution germanium and silicon detectors employ
a combination of electronic differentiation, integration, and active filtering to provide
the desired pulse shape. Qualitatively, differentiation removes low frequencies from
a signal and integration removes high frequencies. Differentiation and integration are
characterized by a time constant, usually having units of microseconds, that defines
the dégree of attenuation as a function of frequency. The greater the time constant,
the greater is the attenuation of low frequencies. by differentiation and the attenuation
of high frequencies by integration. When both differentiation and integration are used,
the low--and high-frequency components are strongly suppressed and a relatively nar-
row band of middle frequencies is passed and amplified. Because most spectroscopy
amplifiers function best when the differentiation and integration time constants are
equal, there is usually a single control that selects time constants in the range 0.25 to
12 ps. When the two time constants are equal, the amplifier output pulse is. nearly
symmetrical (see Figure 4.6). The total pulse width is approximately six times. the
time constant. At low count rates, large coaxial germanium detectors usually have op-
timum resolution with time constants of: 3 to 4 ps. Small planar germanium detectors
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resolve best with time constants of 6 to 8 us, and small planar silicon detectors:usually
operate best with values of 8 to 12 us. The problem of pulse pileup is more severe
when long time constants are used to exploit the intrinsically better resolution of
the smaller detectors. The time constant used in a given situation depends on the
detector, the expected count rate, and whether resolution or data throughput is of
greater importance.

Fig. 4 6 Unipolar and bipolar output signals

from a typical spectroscopy amplifier
: with differentiation/integration pulse
TIME shaping.

OUTPUT VOLTAGE

High-resolution germanium and silicon detectors are relatively slow- and require
time constants longer than those needed for other types of detectors. Nal scintilla-
tion detectors, which have resolutions that are 10 to 20 times worse than those of
germanium detectors, operate well with time constants of 0.25 to 1.0 us.  Organic
scintillation .detectors, which have almost no energy resolution, can operate with time
constants of only 0.01 us; when energy resolution is not required but high-count-rate
capability is, they are very useful: Unfortunately, no. detector now available combines
very high resolution with very high count rate capability.

Spectroscopy amplifiers usually provide two different output pulse shapes: unipolar
and bipolar. The bipolar pulse is usually obtained by differentiating the unipolar pulse.
Figure 4.6 shows both unipolar and bipolar output signals from a typical spectroscopy
amplifier. The_ unipolar output has a better signal-to-noise ratio and is usually used
for energy analysis, whereas the bipolar output has superior timing information and
overload recovery. The bipolar pulse shape is usually better for timing applications
because the zero crossover point (the point where the bipolar pulse changes sign) is
easily detected and is very stable. The crossover point corresponds to the peak of the
unipolar output and is nearly independent of output pulse amplitude.

Delay lines can be used in pulse-shaping circuits. Delay-line shaping can provide
unipolar or bipolar pulses, depending on whether one or two delay lines are employed.
Delay-line amplifiers are economical and provide adequate performance when used
with low-resolution detectors; they are rarely used with germanium or silicon detectors
because their noise level is higher than that found in amplifiers that use. dlfferentlatlon
and integration. The output pulse shape of a delay-line amplifier is distinctly different
from that of an ampllﬁer that uses differentiation and integration. Figure 4.7 shows
the unipolar and bipolar output signals from a typical delay-line amplifier.
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OUTPUT VOLTAGE

Fig. 4.7 Unipolar- and bipolar output signals from
‘ an amplifier with delay-line pulse shap-
TIME ing. .

4.5.1 Pole-Zero Compensation Circuit

Most amplifiers include a pole-zero compensation circuit to help maintain a stable
baseline. The pole-zero circuit was introduced in about 1967 and was the first major
improvement in amplifier design after the introduction of transistors. It significantly
improves amplifier performance at high count rates. The term “pole zero™ arises from
the terminology of the Laplace transform methods used to solve the simple differential
equation that governs the circuit behavior. The circuit is very simple; it consists of
an adjustable resistor in parallel with the amplifier input capacitor. In spite of the
simplicity of ‘the circuit, the proper adjustment of the pole-zero control is crucial for
correct operation of most modern amplifiers. When the pole-zero control is properly
adjusted, the amplifier output returns smoothly to the baseline level in the minimum
possiblé time. When the control is incorrectly adjusted, the following conditions result:
the output pulses are followed by a long undershoot or overshoot that perturbs. the
output baseline and seriously degrades the amplifier performance at high count rates;
the full-energy peaks are broader and often have low- or high-energy tails depending
on whether an undershoot or overshoot condition exists; accurate determination of  the
full-energy peak areas-is difficult." Figure 4.8 shows the amplifier pulse shapes and
full-energy peak shapes that result from correct and incorrect pole-zero adjustment. .

Adjustment of the pole-zero circuit is’ simple and is best accomplished using an
oscilloscope ‘to monitor the: amplifier output pulse shape and following- procedures
found in the amplifier manual. - The adjustment should be checked whenever the
amplifier time constant is changed. ' ‘

4.5.2 Baseline Restoration Circuit

Baseline restoration (BLR) circuits were added to spectroscopy amplifiers soon
after the advent of pole-zero circuits. Like the pole-zero circuit, the BLR helps
maintain a stable baseline. The pole-zero circuit is located at the amplifier input
and is a very simple circuit; the BLR is located at the amplifier output and is often
remarkably complex. The pole-zero circuit prevents undershoot caused by the finite
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Fig. 4.8 The effect of pole-zero adjustment on the amplifier output (left)
and the full-energy-peak shape (right). The upper frames show
pole-zero-undercompensation, which causes amplifier under-
shooting and low-energy tailing on the MCA peak. The middle
frames show correct pole-zero compensation. The lower frames
show pole-zero overcompensation, which causes amplifier over-
shooting and high-energy tailing on the MCA peak.

decay time of the preamplifier output pulse; the BLR suppresses the baseline shifts
caused by the ac coupling of the unipolar output pulses. -Although operation of the
BLR is totally automatic in some amplifiers, other amplifiers have several controls to
optimize amplifier performance for different count rates and preamplifier types. The
optimum BLR setting is often determined by trial and error.
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Fzg 4.9 The orzgm and effect of pulse pileup
on the output of a spectroscopy ampli-
fier. When two pulses are separated
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- e is not representative of either input
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4.5.3 Pﬂeup Rejection Circuit

Pileup rejectlon circuits have been added to. many. top-of-the lme ampllﬁers to im-
prove performance at hlgh count rates. A pileup rejector uses tlmmg c1rcu1try to detect
and reject events where two or more gamma-ray pulses overlap: Such events have a
combined pulse amphtude that is not characteristic of any single gamna ray ‘and only
increases the height of the background continuum in the acquired. spectrum Flgure 4.9
shows how two gamma-ray pulses overlap to produce a pileup pulse. For germanium
detectors, the minimum pulse separation that can be resolved by the pileup rejector
is approximately 0.5 us. The pileup rejector usually provides a: loglc pulse that can
be used to prevent analysis of the pileup pulses: In hlgh-count-rate situations, the
pileup rejector can provide better resolution and a lower background continuum; as
a result, determination of the full-energy-peak areas is simplified. Figure 4.10 shows
the improvement in spectral quality that can result from using a plleup rejector. The
figure also shows that the plleup rejector can sharpen the; appearance of sum peaks
such that they may be mistaken for real full-energy peaks. | ¢

The considerable benefits of pileup. rejectlon are offset. by 1ncreased complexity
of operation and more strmgent requirements ‘for the preamphﬁer output pulse. The
preamplifier output pulse must be free of high-frequency ringing that can cause false
pileup signatures in the timing circuits. It must also be free of high-frequency inter-
ference from.power supplies, scalers, computers, and video display terminals. Such
high-frequency pickup is usually filtered out in the main amplifier but can cause false
pileup s1gnatures in the pileup rejection circuit and lead to excessive rejection of good
gamma-ray pulses and spectral distortions. -Considerable care must be used when
adjusting pileup rejection circuits.

The proper use of pole-zero, baseline restoration, and pileup rejection circuits can

. greatly improve the quality of the measured gamma-ray spectium. Because an oscillo-
‘scope is virtually indispensable for adjusting these circuits for optimum performance,
a good quality oscilloscope should be readily available to every user of a gamma-ray
spectroscopy system. - Users should understand the operation of the oscilloscope as
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well as they understand the operation of the spectroscopy system. They can detect
and/or prevent more difficulty through proper use of the oscilloscope than through the
use of any other piece of equipment.
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Fig. 4.10 A high-rate (50 000
countls) spectrum of
B7¢cs showing the im-
proved spectral quality
obtained with pileup re-
Jjection (PUR). Top: the
entire spectrum. Middle:
the full-energy peak at
661.6 keV. Bottom: the
sum peak at 1323.2 keV;
pileup rejection reduces
the pileup. continuum
near the sum peak by
a factor of 25 but does
not significantly reduce
the sum-peak amplitude.
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4.5.4 Advanced Concepts in Amplifier Design

Two recent advances in amplifier design improve the ability of gamma-ray spec-
troscopy systems to operate at high count rates without excessive spectral degradation.
Both concepts use a narrow pulse shape to reduce pileup losses while preservmg good
peak shape, signal-to-noise ratio, and resolution.

In one design, a gated integrator is added to the output of a standard high-quality
amplifier. The amplitude of the integrator output pulse is proportional to the integral
of the amplifier output pulse. The integrator output is digitized in the normal way
by the analog-to-digital converter. For a given gamma-ray interaction, the charge
collection time depends on the electric field strength in the detector and the location
of the interaction. Charge carriers that are produced far from the collection electrodes
or in regions where the electric field is weaker arrive later at the electrodes. Charge
that is collected very late may not contribute to.the information-carrying part of the
preamplifier pulse; such charge is said to cause a ballistic deficit. If the amplifier time
constants are comparable to the charge collection time, the integral of the amplifier
output pulse is more nearly proportional to the collected charge than is the pulse am-
plitude. Qualitatively, the integration allows a longer period for charge collection and
decreases the ballistic deficit. Shorter time constants can be used with the amplifier-
integrator combination than can be used with the amplifier alone. The short time
constants reduce pileup losses and increase data throughput. Figure 4.11 shows the
amplifier and corresponding integrator output pulse.

The second design uses time-variant filters in place of the normal differentiation-
integration filters. The technique requires special preamplifiers mdmalog—to-dlgltal
converters, but it can operate at count rates as high as 10° count/s with data throughput
rates of 80 000 count/s. Figure 4.12 shows that the output pulse shape from this system
is much different from the familiar Gaussian pulse shape.

It should be emphasized that the selection of a detector with excellent charge col-
lection is essential to high-resolution, high-rate spectroscopy.

4.6 SINGLE-CHANNEL ANALYZER

The single-channel analyzer (SCA) is the pulse-height-analysis instrument shown
in the simple spectroscopy system of Figure 4.1. Historically, the first pulse-height-
analysis instrument was a simple discriminator with a single, adjustable voltage thresh-
old. If the voltage of the amplifier output pulse exceeds the discriminator threshold,
the discriminator emits a logic pulse. Logic pulses are used for counting and control
functions and have a fixed amplitude and width, usually 5 V and 1 us in spectroscopy
equipment. The threshold voltage is calibrated for its equivalent gamma-ray energy.
When the discriminator output is connected to a scaler, the scaler counts all gamma
rays that exceed the desired energy threshold.
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Fig. 4.11 The regular output and gated-integrator output
from an amplifier using gated integration to re-
duce the ballistic deficit at short time constants.
The gated integrator permits good resolution and
lower pileup and deadtime losses at high input
rates.
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‘Fig. 4.12 The output from a pulse processor
using time-variant filters to shape
preamplifier output pulses.

An SCA is essentially two discriminators with independent thresholds. If the ampli-
fier pulse amplitude exceeds the lower threshold and is less than the upper threshold,
the SCA emits a logic pulse. If the SCA output is connected to a scaler, the scaler will

count all gamma rays in a selected energy interval or channel. Figure 4.13 illustrates
the function of the SCA.




82 ' Jack L. Parker

NO OUTPUT FOR PULSES
WITH AMPLITUDE
GREATER THAN ULD

OUTPUT LOGIC PULSE.ONLY
FOR PULSES WITH AMPLITUDE
BETWEEN LLO AND ULD

AMPLIFIER OUTPUT VOLTAGE

MO OUTPLT FOR PULSES Fig. 4.13 The function of a single-

WITH AMPLITUDE

LESS THAN LLD channel analyzer. (LLD
is lower-level discrimina-
tor, ULD is upper-level

discriminator.)

TIME

The gamma-ray energy spectrum can be measured by setting a narrow window and
taking a series of counts as the window is moved across the energy region of interest
as a series of contiguous but nonoverlapping channels.  The method is very tedious
when the window is narrow and many counts must be taken. Before the advent of
multichannel analyzers (MCAs), SCAs were used to measure gamma-ray. spectra (see
Figure 4.14). The technique was sometimes automated by adding a mechanical drive
to the lower threshold control and a recording ratemeter to the SCA output.’ ‘

The two SCA thresholds may be referenced to the same voltage, usually 0 V. If
the upper threshold is referenced to .the lower threshold voltage, the count window
can be advanced through the spectrum by adjusting.only the lower threshold control.
Some SCAs can function as two independent discriminators, as an SCA with inde-
pendent thresholds or as the window SCA just described. Some extract pulse-height
information only, and others provide both pulse-height and timing information. Sev-
eral procedures can be used to set the SCA window to the desired energy interval by
gating an oscilloscope or MCA from the SCA output.

4.7 COUNTERS, SCALERS, TIMERS, AND RATEMETERS

The counter/timer shown in Figure 4.1 is the simplest part of the spectroscopy
system,; its function is to count the SCA output logic pulses.

The terms counter and scaler are usually used interchangeably. Before the advent
of digital electronic displays such as light-emitting diodes and liquid crystal displays,
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electromechanical registers were used to indicate the number of pulses counted. The
electromechanical registers were very slow and were often preceded by an electronic
circuit that emitted a single logic pulse for a fixed number of input logic puises; the
“scaling” factor was often a power of 10. Historically, the term scaler was correctly
applied to the electronic circuit that preceded an electromechanical register. Although
mechanical registers are no longer used, the term scaler is often applied to counting
instruments that have no timing or control capability. Counter is the preferred and
more descriptive term. The term timer is usually applied to a separate instrument that
measures time and can turn on one or more counters for a selected time interval. In
the past, counters and timers were usually separate instruments; now the two functions
are often combined in a single instrument, which may be called-a counter/timer or,
simply, a counter. A ratemeter measures the average pulse rate of the signal applied
to its input and may be used in place of, or in conjunction with, a counter.

Modern counters operate at maximum count rates of approximately 2 x 107 count/s
and can count two pulses separated by as little as 50 ns. Most counters have a
capacity of six decimal digits; however, seven- and eight-digit counters are available.
Although counters and timers usually have a visual display of the number of counts
or seconds, counters without visual displays are available for applications that only
require automatic readout to a computer or printer. Many counters provide an overflow
logic pulse to indicate when the count capacity is exceeded. Some counters can be
gated (turned on or off) by logic pulses from other control electronics. Other counter
options include internal discriminators, printer and computer interfaces, and the ability
to count positive or negative input pulses.

Timers are counters that count a fixed frequency oscillator to determine the desired
time interval. The reference time signal comes either from the ac line (60 Hz in
the United States) or from an internal crystal-controlled oscillator. The line-frequency
oscillator is less expensive and is adequate for all but the most demanding applications.
If the frequency of the ac power line is averaged over a day, the accuracy of the line-
frequency oscillator is very good. If intervals shorter than a day must be measured to
better than 0.1%, a crystal-controlled oscillator should be used. Many counter/timer
combinations can either count for a preset time or measure the time required to count
a preset number of counts; the latter mode allows all measurements to have the same
statistical precision.

In the past, all ratemeters were analog instruments that provided a current signal
proportional to the average count rate. The rate-related signal was displayed on a
meter and was available at an output connector to drive an optional chart recorder.
All ratemeters offered a choice of time constants to select how rapidly the instrument
responded to count-rate- changes. Linear and logarithmic scales were available, ‘and
some units gave an audible alarm if the count rate exceeded a preset limit. Mod-
ern ratemeters may be either analog or digital instruments. A digital ratemeter is a
counter/timer that automatically resets and repeats a count; the count time is often
set to 1 s so that the digital display shows the nurnber of counts per second. The visual
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Fig. 4.14 The gamma-ray spectrum of highly enriched uranium measured with a high-quality
Nal detector. The points show a 4096-channel MCA spectrum and the histogram
shows a 100-channel SCA spectrum. The total number of counts in both spectra is
the same; therefore, the precision of an individual point in the 4096-channel spec-
trum is only about one-sixth that of a corresponding bar in the 100-channel spec-
trum. The vertical scales of the two spectra have been normalized.

display of a digital ratemeter is far more readable than the meter display of an analog
ratemeter. A digital ratemeter is often used to measure the total rate of gamma-ray
pulses coming from the system amplifier. Because the total count rate has an important
effect on system performance, the count rate is often monitored continuously.

4.8 MULTICHANNEL ANALYZER

The functions listed inside the dashed line in Figure 4.2 are usually performed by a
multichannel analyzer (MCA) operating in the pulse-height-analysis mode. The terms
multichannel analyzer and pulse-height analyzer (PHA) are often used interchangeably.
The MCA can operate in several modes, including pulse-height analysis, voltage
sampling, and multichannel scaling. It sorts and collects the gamma-ray pulses coming
from the main amplifier to build a digital and visual representation of the pulse-height
spectrum produced by the detector.
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4.8.1 Analog-to-Digital Converter

The analog-to-digital converter (ADC) performs the fundamental pulse-height anal-
ysis and is located at the MCA input. The ADC input is the analog voltage pulse from
the main amplifier; its output is a binary number that is proportional to the amplitude
of the input pulse. The binary output number is often called an address. Other MCA
circuits increment a storage register in the MCA memory that corresponds to the ADC
address. The ADC performs a function that is analogous to that of the oscilloscope
user saying “five volts” when a 5-V pulse is applied to the oscilloscope input termi-
nals. The ADC accepts pulses in a given voltage range, usually 0 to 8 or 10 V, and
sorts them into a large number of contiguous, equal-width voltage bins, or channels.
Because of the sorting function, the early MCAs were often called kicksorters, with
the amplifier pulse being compared to an electrical kick. .

The number of channels into which the voltage range is divided is usually a power
of 2 and is called the ADC conversion gain. In the mid 1950s a high-quality ADC
could divide 100 V into 256 channels. Now, ADCs routinely divide 10 V into as
many as 16 384 channels. This capability is impressive; an individual channel is only
0.6 mV wide. The required conversion gain varies with detector type and with the
energy range being examined. Figure 4.15 shows part of an 8192-channel plutonium
spectrum measured with a high-resolution germanium detector. The full-energy peaks
should contain enough channels to clearly define the structure of the spectrum. As
few as five channels may suffice for some situations, When peak fitting is required,
10 or more channels are needed to clearly define peak shape.

The ADC sorts the amplifier output pulses according to voltage; the voltage is
proportional to the energy deposited in the detector during the gamma-ray interaction.
Like the relationship between voltage and energy, the relationship between channel
number and energy is nearly linear. The relationship can be represented by Equation
4-1:

E=mX+b : @“-1)

where E = energy in keV
X = channel number
m= slope in keV/channel
b = zero intercept in keV.

The slope m depends on the conversion gain and the amplifier gain; common values
are 0.05 to 1.0 keV/channel. Although it may seem logical to assume that zero energy
corresponds to channel zero (b = 0), this is often not the case. The slope and zero
intercept can be adjusted to fit the energy range of interest into the desired chan-
nel range. For example, plutonium measurements often use gamma rays in the 60- to
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Fig. 4.15 A small portion of an 8192-channel plutonium spectrum taken with a high-
quality coaxial germanium detector. The major peak is the 375.0-keV peak
from 239py decay.

420-keV range. If the gains are adjusted to 0.1 keV/channel and the zero intercept
to 20 keV, a 4096-channel spectrum covers the 20- to 429.6-keV energy range and
includes the important gamma ray at 413.7 keV. In the example, the channel number
can be converted easily to energy. Most ADCs have both analog and digital controls
to adjust the zero intercept. The analog control is labeled baseline or zero adjustment,
and the digital control is labeled digital offset.

Because preamplifiers, amplifiers, and ADCs are not exactly linear, the relationship
shown in Equation 4-1 between energy and channel number is not exact. However,
with good equipment, gamma-ray energies can be readily measured to a tenth of a
keV by assuming a linear calibration. ADC linearity is usually specified with two
numbers: integral and differential linearity. Integral nonlinearity is a slight curvature
in the relationship between energy and channel number; differential nonlinearity is a
variation in channel width. It is difficult to design an ADC that does not have differ-
ential nonlinearity. Often, adjacent channels have measurably different widths, as can
be seen when all even-numbered channels have more counts than all odd-numbered
channels in a flat region of the spectrum. Such odd-even effects are common and may
affect alternate groups of two, four, or even eight channels. A common ADC problem
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that can influence assay results is a slow increase of the differential nonlinearity over
time. The 1% differential nonlinearity of most ADCs:is totally acceptable for most
applications. ' :

Two types of ADC are in common use:  the Wilkinson and the successive-
approximation ADC. A Wilkinson ADC counts pulses from a fast oscillator for a
time interval that is proportional to the amplitude of the amplifier pulse. The digi-
tization time determines the channel number assigned to each pulse. A successive-
approximation ADC examines the amplifier pulse with a series of analog comparators.
The first comparator determines whether the pulse amplitude:is in the upper or lower
half of the ADC range. Each successive comparator idetermines: whether the pulse
amplitude is in the upper or lower half of:the voltage interval determined by the pre-
vious comparator. Twelve comparators determine the. pulse amplitude to one part in
212 (or 4096) channels. The digitization time of a successive-approximation ADC is
constant and independent of pulse height. .Until recently, Wilkinson ADCs dominated
the ‘gamma-ray spectroscopy field because -they had superior differential linearity.
Now; successive-approximation ADCs have comparable. differential linearity and are
becoming more popular because they are often faster: than Wilkinson ADCs. ;.

ADC speed is an important consideration for hlgh-count-rate spectroscopy. While
the ADC is processing one pulse; allother pulses are ‘1gnored: The pulse processing
time, . or deadtime, can be a substantial fraction of the: total acquisitioxi; time, A
deadtime:of 25% means that 25% of:the information in;the amplifier pulse stream is
lost. For both ADC types, the deadtime per event is the sum of the digitization time
and a fixed processing time (usually: 2 to 3. us). The 450--to 100-MHz oscillators
used in. Wilkinson ADCs require. 12 to. 43 us to digitize and store a gamma-ray
event in channel 4000. Successive-approximation ADCs (4096 channels) require 4 to
12 us to analyze a gamma-ray event. A detailed comparison of ADC speed requires
spec1ﬁcat10n of the gamma-ray energy spectrum, the overall system gam, and the
ADC range. In general, successive-approximation ADCs are faster than Wilkinson
ADCs for spectra with, 4096 channels. or, more. For spectra with few channels, the
Wilkinson ADC may be faster. In a spectrum with an average channel number of
512, a 400-MHz Wilkinson ADC has a average deadtime per event of 3: us.

- Several .common features appear on most:ADCs .independent of :type;or manu-
facturer. . Lower-level discriminators (LLD) and upper-level: discriminators (ULD)
determine the smallest and largest. pulses: accepted for digitization. The discrimina-
tors can be adjusted to; reject uninteresting low- and high-energy events :and reduce
ADC deadtime. The discriminator ‘adjustment does not affect the overall gamma-ray
count rate and cannot be used to reduce pulse pileup losses that occur in the detector,
preamplifier, and amplifier. The discriminators form an SCA at the input to;the ADC;
most. ADCs provide an SCA output connector. Most ADCs. have comadence and
anticoincidence gates that allow external logic c1rcu1ts 1o control the ADC. Pileup
rejection circuits frequently provide an inhibit pulse that is fed to the anticoincidence
gate to prohibit processing or storage of pileup pulses. The coincidence gate is also
used to analyze gamma-ray events that are detected in two separate detectors. Most
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ADCs have an adjustable conversion gain and range; the range control determines the
maximum channel number to be digitized. There is usually a deadtime indicator that
displays fractional deadtime. In computer-based MCAs, the ADC parameters often
can be set under program control. Most small MCAs have a bu1lt-m ADC; large
MCA systems use separate NIM or rack-mounted ADCs.

4.8.2 Spectrum Stabilizers

For germanium and silicon detectors, the relationship of energy and channel number
changes with time even though the energy-to-charge-collection factor is constant. The
preamplifier, amplifier, and ADC are all subject to small but finite changes in gain
and zero level caused by ‘variation ‘in temperature and count rate. Under laboratory
conditions, the position of a full-energy peak at channel 4000 may shift only a few
channels over a penod of many weeks; however, even this small drift may be undesir-
able. Larger drifts may be encountered in the uncontrolled environment of production
facilities.” Spectrum stabilizers are electronic modules that fix the position of one or
more full-energy peaks by adjusting a gain or dc level in the spectroscopy system to
compensate for drift; they are especially recommended for gamma-ray spectroscopy
systems that must be operated in uncontrolled environments by unskilled operators (as
often required by routine production-plant assay systems). Stabilizers are also recom-
mended whenever channel-summation procedures are used to determine full-energy
peak areas. ‘

The spectrum- stabilizers used with germanium and silicon detectors are usually
digital circuits connected directly to the ADC. The stabilizer examines each gamma-
ray-event address generated by the ADC and keeps track of the number of counts
in two narrow windows on either side of a selected full-energy-peak channel. The
stabilizer generates a feedback signal for the’ ADC that is proportional to the difference
in' the number of ‘counts in the two windows.  The feedback signal adjusts the ADC
gain or zero level so that the average number of counts in each window is the same;
the adjustment fixes the position of the selected stabilization peak. Often two peaks
are stabilized independently: a peak at the high-energy end of the spectrum is used to
adjust ADC gain and another peak at the low-energy end is used to adjust the ADC
zero'level.  With two-pomt stabilization, the spectroscopy system stability is often so
good that no spectral peak shifts position by more than a tenth of a channel over a
perlod of many -months. D1g1ta1 stabilizers can be used to easily establish simple and
convenient energy calibrations (for example, E = 0.1X).

‘Stabilization peaks should be'free from interference, adequately intense, and present
at-all times. Often one of the stabilization peaks comes from a gamma-ray source
that is attached to the detector to provide a constant signal in the detected spectrum.
Usually, such a stabilization: source is monoenergetlc and provides the low-energy
stabilization peak so that-its Compton continuum does not interfere with other gamma-
ray peaks of interest. In some cases, a very stable pulser may be connected to the
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test input of the preamplifier to provide an artificial stabilization peak. Peaks from
pulsers or special stabilization sources may also be used to provide corrections for
pulse-pileup and deadtime losses (see Chapter 5).

Digital stabilization is not available for all ADCs and it is frequently unavailable for
portable MCAs and successive-approximation ADCs. Digital stabilizers are normally
single- or double-width NIM modules. All stabilizers have controls to set the desired
peak-centroid channel number and the width of the stabilization peak windows; there is
often a control to set the stabilizer sensitivity. Digital stabilizers that can be controlled
by an external computer are now available; this feature is useful when stabilization
peaks must be changed during automatic assay procedures. o

Digital stabilizers that have a small correction range are madequate for use: with
Nal detectors. In addition, digital stabilizers operate with an ADC and many Nal
detector systems use SCAs to acquire the desired spectral information. Because of
the relatively greater instability of scintillator/photomultiplier detectors (as large as
1 to 2%/°C), spectrum stabilization is often more ne‘ce‘ssary for-Nal detectors than it
is“for germanium ‘or silicon detectors.

Scintillation detector stabilizers are similar to digital stabilizers but 'operate with
the amplifier rather than the ADC. The stabilizer compares the count rate on either
side ‘of the selected stabilization peak and generates a feedback signal that adjusts
the amplifier gain to keep the two count rates equal. Nal stabilizers are packaged
as ‘NIMi modules and may consist of amplifier/stabilizer combinations or separate
stabilizers. When a suitable stabilization peak is ‘not available in' the Nal spectrum,
a pulser peak cannot be substituted because it can-only correct for preamplifier and
amplifier instability; the major drift in a Nal system occurs in the photomultiplier
tube. - Although an external gamma-ray source can provide a stabilization peak, the
Compton background from the source can interfere excessively with the gamma rays
of interest. ‘An alternative solution is to use a detector with a built-in light pulser.
Nal crystals'can be grown with:a small doping of an alpha-particle-emitting ‘nuclide
like 241Am. The alpha-particle interactions in the crystal provide a!clean spectral
peak with a fixed raté ‘and gamma-ray-equivalent energy. Because the temperature
dependences of alpha-particle-induced and gamma—ray-induced'scihtillation light ‘are
not identical, accurate stabilization over a large temperature range may requlre specnal
temperature compensation circuitry.

4.8.3 Multichannel Analyzer Memory, Display, and Data Analysis

After the ADC converts the amplifier voltage pulse to a binary address, the address
must: be stored for later observation and analysis. All MCA systems have memory
reserved for spectrum storage, and most have:a spectral display and some bunlt—m data
analysis capability.

Althoughthe most common memory size is 4096 channels, MCAs are ava11able that
have other memory sizes such as 1024, 8192, or 16 384 channels. The smaller memory
size is adequate for Nal detector applications and for germanium-or silicon detector
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applications that involve a small energy region. To have sufficient channels in a full-
energy peak, an overall system gain of 0.1 keV/channel is often required; however,
with this gain, a 1024-channel MCA can only collect data in a 100-keV-wide region.
Large MCA systems usually can accept data from several ADCs simultaneously. A
16 384-channel MCA can collect. four 4096-channel spectra simultaneously.. For
multiple ADC applications, MCAs are available with as many as 65536 channels.

The:maximum number of counts that can be stored per channel is often an important
consideration because it sets a limit on the precision that can be obtained -from a
single: measurement. . Early transistorized MCAs often had a maximum capacity of
65 536 counts per channel. The present standard is: typically 10® counts. per channel,
however. large MCAs are available with capacities of 1.6 x 107, 2.56. x 102, and
even 4-x -10° counts per channel. (The last number quoted:is probably more than will
ever be required in any anticipated application.) Although the present standard of 108
counts per channel is adequate for many low-rate applications, it is a definite limitation
for applications involving high-precision measurement of high-activity samples. The
limitation is especially apparent when both strong and weak peaks must be measured
in a single spectrum, as is the case for many plutonium measurements.  The:count time
must: be chosen so that :the strongest peak of interest does not overflow the channel
capacity; unfortunately. this count time may. provide unacceptably low precisions.for
the weaker peak ar€as, with the result that multiple measurements are required. The
1ntended application must be considered carefully when demdlng the: MCA memory-
size and count-capacity requirements.

A quick and useful: way to obtain qualitative and semiquantitative 1nformat10n from
a spectrum stored in -memory 'is to- look at a plot of channel content versus channel
number. Most MCAs have a spectral display and many offer a wide range of display
options. All displays offer several vertical and horizontal scale factors and many offer
both ;linear ‘and logarithmic scales. Most displays have one or two cursors (visual
markers) that .can be moved through the spectrum;-the channel number and contents
of the cursor: locations are displayed -numerically on the screen. Most MCAs can
intensify-selected regions of interest or change the color of the regions of interest to
emphasize particular spectral features. A good MCA can display two or more spectra
simultaneously and can overlap spectra for careful visual comparison.

Until recently, most MCA displays used cathode-ray tubes with electrostatlc de-
flection. Electrostatic deflection is easily used only for small screen displays, up to
approximately 15 by .15 cm. At present; most MCAs use magnetic deflection to allow
larger screen size; the display is identical to a television display. Some displays are
multicolored,. but most are still monochromatic. In either type; each channel is repre-
sented by a -dot or bar whose vertical height is propertional to the channel contents.
Liquid crystal displays are just coming into.use, mostly for low-power applications in
portable MCAs.

Big-screen, magnetically deflected displays are economical -and make an excellent
picture but. have one annoying drawback. The horizontal oscillator in the magnetic-
deflection. circuit generates bursts of electromagnetic. interference at a frequency of
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approximately 16 kHz; the interference is easily picked up on preamplifier signal lines
and can cause significant degradation of spectral quality. Great care must be taken in
grounding, shielding, and routing signal cables to eliminate or minimize the problem.
The video terminals usually used with large MCA/computer systems generate similar
interference; all signal cables should be routed well away from the terminals.
Most large MCAs have some built-in data analysis functions. Common analysis
functions determine the channel position and width of spectral peaks, the energy cali-
- bration, the number of counts in selected regions of interest, and the full-energy. peak
areas. Other available functions may include smoothing, normalizing, and subtracting
(stripping) a background spectrum. The numerical results are:usually displayed on
the screen or printed on the system terminal. The functions are usually implemented
by microprocessors that execute: codes from read-only memory. i
Large MCAs are frequently interfaced to external computers that can control com-
plete assay systems and execute complex analysis codes. The computer system usually
includes one or more mass storage devices such as hard or flexible disks that provide
storage for spectral data and analysis programs. The last link in the spectroscopy
chain is often a printer that provides hard-copy output of measurement results..

4.9 AUXILIARY ELECTRONIC EQUIPMENT

Figures 4.1 and-4.2 show only:the basic components of gamma-ray spectroscopy
systems. This section describes other instruments that may be used in addition to the
basic components. ~ : ‘

The oscilloscope is the most useful auxiliary instrument used with.gamma-ray spec-
troscopy systems. It is virtually indispensable when setting up the spectroscopy system
for optimum. performance, monitoring system performance, detecting malfunctions or
spurious signals, and correcting problems. An expensive oscilloscope:is: not; required;
a 50-MHz response, one or two vertical :inputs,; and an ordinary time :base ‘are usu-
ally quite adequate. Battery-powered portable oscnlloscopes can eas1ly be carried to
systems in awkward locations. '

Electronic pulsers are used to test system perfonnance and correct for deadtlme and
pileup losses. Mercury-switch pulsers have excellent pulse amplitude stability but are
quite slow and have limited pulse-shape variability. Other electronic pulsers often
have high-repetition rate and very flexible pulse shaping.but usually have neither great
amplitude nor frequency stability. A few pulsers provide random intervals between
pulses rather than the more common fixed intervals. Sliding pulsers are used to test
ADC linearity; their pulse amphtude is modulated llnearly with time.

Cameras are often used to take pictures of MCA and oscilloscope dlsplays Pictures
of waveforms help to document and diagnose problems plctures of ‘spectra provide
a quick and useful way to record 1nfonnat10n in a notebook Cameras are available
with the necessary adapters to couple them to most oscxlloscopes and ‘MCAs. A
Polaroid-type film is usually used sO that the plctures can be developed qu1ck1y




92 ' Jack L. Parker

Many different instruments are available to provide information on gamma-ray pulse
timing, usually to establish temporal relationships between two or more detectors.
Timing-filter amplifiers sacrifice signal-to-noise performance and overall resolution to
preserve timing information. Other instruments examine the preamplifier output, the
bipolar output of the main amplifier, or the output of a timing-filter amplifier and they
generate a fast logic signal that has a fixed and precise temporal relationship to the
gamma-ray events in the detector. The timing is determined using techniques such as
fast leading-edge discrimination, constant-fraction discrimination, amplitude/risetime
compensation, and zero-crossover pickoff. The timing outputs are either counted or
presented to coincidence circuits that determine whether specified time relationships
are met by the'events in two or more detectors. Depending on the type of detector,
the coincidence gates can be as narrow as a few nanoseconds. The logic output of a
coincidence circuit is either counted or used as a control signal. When more detailed
timing information is required, a time-to-amplitude converter can be used to generate
an output.pulse whose amplitude is propomona] to the time interval between mput
pulses.

A linear gate can be used as a coincidence or control circuit at the input to an MCA.
Linear gates pass analog signals with no change in amplitude or shape if they are gated
by control signals that are derived from one of the timing circuits described above. A
linear stretcher generates a pulse with the same amplitude as the input pulse but with
an adjustable length. A stretcher is occasionally used to condition the amplifier signal
before  subsequent processing in the ADC. Summing amplifiers, or mixers, produce
“outputs that are the linear sum of two or more input signals. A mixer can be used
in connection w1th routing srgna]s for co]lectmg spectra from: several detectors with
a single ADC. :

Compton ' suppressron a common procedure that improves the quality of gamma-ray
spectia, uses some of the timing circuits described above. A Compton-suppression
spectrometer usually includes a high-resolution detector that is surrounded by a low-
resolution, :annular detector.. “The scattered .gamma ray from a less-than-full-energy
interaction in the high-resolution detector is often detected in the annular detector. A
coincidence event between the two detectors:inhibits the storage of the: high-resolution
event in the MCA ‘and reduces:the Compton ‘continuum between the full-energy peaks.

4,10 CONCLUDING REMARKS

. . 3

The instrumentation described in this chapter can be assembled to form dif-
ferent gamma-ray spectroscopy systems for different NDA applications. Many
mstrument manufacturers can pr0v1de integrated spectroscopy systems that in-
clude all components from the detector to the output printer. If the user has
sufficient. expertlse, 1nd1v1dua1 components can be procured from different manu-
facturers: In elther case, ca.reful con81deratlon must be given to the requirements
of the measurement application before selectmg a spectroscopy system from the




Instrumentation for Gamma-Ray Spectroscopy 93

nearly endless array of options and configurations. References 1 through 4 pro-
vide detailed descriptions of the function and operation of gamma-ray spec-
troscopy instrumentation. For the user who is not active in'gamma-ray spec-
troscopy, current information is best obtained from research reports, the commer-
cial literature, and the developers and users of state-of-the-art instrumentation.

Gamma-ray assay systems that are dedicated to a particular operation can be very
simple to operate. On the other hand, vast versatility :and flexibility are provided by
combining the appropriate detector, amplifier, MCA, and analysis capability to make
a large, modern gamma-ray spectroscopy: system.: Unfortunately,.a complex, versatile
instrument can never be truly simple to operate; a labor-of several ‘weeks is ‘usually
required to master the operation of the typical large system. However, the effort
required is usually readily exerted in order to use instruments of truly amazing power.
The power of modern gamma-ray. spectroscopy ‘systems. is perhaps!best appreciated
by those who remember from personal experience when all spectral measurements
were done with a Nal detector, an SCA, and a counter.

Gamma-ray spectroscopy equipment has improved rapidly over the past 25 years as
vacuum tubes were replaced by transistors and transistors were replaced by integrated
circuits. The microprocessor chip has put greater capability into smaller and smaller
volumes. The capability per dollar has increased in spite of inflation. The rate of
improvement is still significant, particularly in the capability and flexibility of MCA
memory, display, and data analysis. Spectral quality is not progressing as rapidly,
although improvement is still occurring in pulse-processing electronics, especially in
dealing with very high counts rates (up to 10% count/s) from high-resolution germa-
nium detectors. The technology of Nal, germanium, and silicon detectors is quite
mature and major improvements are not expected. Still, steady progress in all areas
of gamma-ray spectroscopy technology will continue, and unexpected breakthroughs
may indeed occur.

REFERENCES

1. G. F. Knoll, Radiation Detection and Measurement, second edition (John Wiley &
Sons, Inc., New York, 1988).
This book deals with all types of radiation detectors and associated electronics,
including high-resolution gamma-ray spectroscopy systems. The treatment is very
broad, with good qualitative explanations and many figures. There are many math-
ematical formulas and some derivations, but the book is very readable. This is
probably the best single reference on gamma-ray spectroscopy equipment.

2. P. W. Nicholson, Nuclear Electronics (John Wiley & Sons, Inc., New York, 1974).
This book is an extensive treatise on the electronics associated with high-resolution
detectors. Detailed descriptions are given of detector preamplifiers, pulse shaping,
rate-related losses, pulse-height analysis, and spectral resolution.




94 Jack L. Parker

3. F. Adams and R. Dams, Applied Gamma-Ray Spectroscopy (Pergamon Press, Ox-
ford, 1970).
Although older than Reference 1, this work provides a comprehensive coverage of
gamma-ray spectroscopy. Information is available on Nal and germanium detectors
and.the accompanying instrumentation. » :

4. W. ]. Price, Nuclear Radiation Detection, 2nd ed. (McGraw-Hill Book Co., New
York, 1964).
Although older and of more limited scope than the three preceding references, this
book gives useful alternative descriptions of the detection process and the functions
of the:electronic equipment. It also gives a glance at detectors and analysis methods
that are now rarely used and provides an interesting view of spectroscopy equipment
at the time when transistors: were starting ‘to replace vacuum tubes.




5

General Topics in
Passive Gamma-Ray Assay

J. L. Parker

This chapter discusses general topics that apply to the gamma-ray assay techniques
discussed in Chapters 7 to 10. All these topics must be understood if optimum results
are to be obtained from any assay technique. The topics include.

Energy calibration and determination of peak position
Energy resolution measurements
- Detérmination of full-energy-peak area
Rate-related losses and corrections
Effects of the inverse-square law
Detector efficiency measurements.

5.1 ENERGY CALIBRATION AND DETERMINATION OF PEAK
POSITION '

5.1.1 Introduction

The energy calibration of a gamma-ray spectroscopy system is the relationship
between the energy deposited in the detector by a gamma ray and the amplitude of
the corresponding amplifier output pulse. The pulse amplitude is measured by the
analog-to-digital converter (ADC) of a multichannel analyzer (MCA) or by one or
more single-channel analyzers (SCAs). The energy calibration is used to determine
the width and location of regions of interest (ROIs), to determine resolution, and to
find the energies of any unrecognized gamma rays.

95
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The energy calibration of a good spectroscopy system is nearly linear:

E=mx+b ‘ (5-1)
where E = energy deposited in detector
m = slope
x = amplitude of output pulse
b = intercept.

The assumption of linearity is usually sufficient for nondestructive assay (NDA) tech-
niques. However, no system is exactly linear; each has small but measurable nonlin-
earities. When a more accurate relationship is necessary, a higher order polynomial
is used. Gamma-ray energies can be determined to within 0.01 to 0.05 keV using
a nonlinear calibration curve and several standard gamma-ray sources with energies
known to better than 0.001 keV.

Low-resolution detectors {for example, Nal(Tl) scintillators] often use Equation 5-1
with a zero intercept (b = 0). The linear approximation is usually good enough for even
high-resolution NDA' applications. For a good germanium detector, a linear calibration
will determine the peak energy to within a tenth of a keV, which is adequate to identify
the isotopes present in the measured sample. For most of the isotopes of interest to
NDA, the pattern of the gamma-ray spectrum is so distinctive that a visual examination
of the MCA display by an experienced :person is sufficient to identify the isotopes
present. Figure 5.1 shows the characteristic spectrum of low-burnup plutonium, and
Figure 5.2 shows the characteristic spectrum of natural uranium (0.7% 23%U).

The calibration procedure involves determining the channel location of peaks of
known energy and fitting them to the desired calibration function. Often, the gamma
rays from the measured nuclear material sample can be -used to determine the energy
calibration. Figure 5.1 shows that plutonium spectra have interference-free peaks
at 59.54, 129.29, 148.57, 164.57, 208.00, 267.54, 345.01, 375.04, and 413.71 keV.
Similar internal calibrations are possible for many isotopes (Refs. 1 and 2). ‘

When the measured nuclear material cannot provide an adequate calibration, iso-
topic standards are used that emit gamma rays of known energies. Table 5-1 lists
some of the most frequently used isotopes with the half-lives and energies of their
principal emissions (Ref. 3). Most of the isotopes listed emit only a few gamma rays
and are useful with both low- and high-resolution detectors. All the isotopes listed in
the table are available from commercial vendors. Packaged sources usually contain
a single isotope and are produced in a wide variety of geometries. Source strengths
between 0.1 and 100 pCi are usually adequate for energy calibration.. Convenient
sets of six to eight single-isotope sources are available from most vendors. Their
use is required for setting up, testing, and checking many performance parameters
of spectroscopy systems. The source sets are useful for determining energy calibra-
tion, testing detector resolution, measuring detector efficiency, setting the pole-zero
adjustment, and correcting for rate-related counting losses.
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Table 5-1. Half-lives and energies of major emissions for selected isotopes®

Isotopes Half-Life Energy (keV) Remarks
241Am 433 yr 59.54 Many others, but weaker by factors 10* or greater
187Cs 29.9 yr 661.64 The only other emission is from Ba K x rays
133B4 10.9 yr 81.0, 276.40, 302.85, 356.00, 383.85 Several others, but much weaker
0Co 53y 117323, 133251
22Na 2.8 yr 511.01 Annihilation radiation

1274.51
55Fe 2.7 yr Mn K x rays 5.9, 6.5 Often used for low-energy calibration -
109cd 1.2 yr 88.04 Ag K x rays at 22.16 keV and 24.9 keV
54Mn 312d 834.8 Monoenergetic source
65Zn 244 d 511.01 Annihilation radiation

1115.5
57Co 271d 122.06, 136.47 Two others of higher energy, but much weaker
75Se 120d 121.12, 136.00, 264.65, 279.53, 400.65 Several others, but much weaker

aListed in decreasing order of half-life. All isotopes listed should be useful for at least 1 yr, because the half-lives are

greater than 100 days.
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Gamma-ray standards are available with several isotopes in one capsule. These
multienergy sources are used to define the energy calibration curve and efficiency
curve of high-resolution detectors. The National Bureau of Standards (NBS) source
SRM-4275 contains 125Sb (2.75-yr half-life), >*Eu (8.49-yr half-life), and 155Eu
(4.73-yr half-life) and emits 18 well-resolved gamma rays between 27 and 1275 keV.
The emission rates of all 18 certified gamma rays are known to better than 1%.

5.1.2 Linear Energy Calibration
Equation 5-1 describes the assumed functional form for a linear energy calibration.

If the positions x; and x; of two full-energy peaks of energies E; and E, are known,
m and b can be computed from

m= (EZ—_E‘_) (5-2)
(x2 —x1)
p= X2E1—x1E2) (5-3)

(x2 — x1)

For a two-point calibration, the two calibration peaks should be near the low- and
high-energy ends of the energy range of interest to avoid long extrapolations beyond
the calibrated region. ‘

Often, when an unacceptable degree of nonlinearity exists, several linear calibrations
can be used over shorter energy intervals. The high-resolution spectrum of most
plutonium samples has nine well-resolved peaks between 59.5 keV and 413.7 keV
so that eight linear calibrations can be constructed for the intervals between adjacent
peaks; none of the intervals is greater than 78 keV. A series of short linear calibrations
can often be as accurate as a single quadratic or higher-order calibration curve.

When more than two peaks span the energy range of interest, least-squares fitting
techniques can be used to fit a line to all the peaks. This method can be used to obtain
the following expressions for m and b for n peaks:

mo 1 %Bi - Y x FE (5-4)
A
b =X LB SRR (5-5)

where A=n Y x? - (¥ x;)2.

Most hand calculators can perform a linear least-squares fit. Many MCA systems
can determine the x; and compute m and b for any selected number of peaks. Some
systems will also do a quadratic fit.
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A linear energy calibration is usually adequate for NDA applications. Table
5-2 gives the results of two-point and nine-point linear calibrations of a high-quality
plutonum spectrum. The nominal calibration, E (keV) = 0.1x + 20.0, was established
by stabilizing the 59.536-keV gamma ray of 24! Am at channel 395.0 and the 413.712-
keV gamma ray of 23°Pu at channel 3937.0. The second column of Table 5-2 gives
the peak positions determined by fitting a Gaussian curve to the upper portion of the
peaks. The third and fourth columns give the difference between the accepted energies
and those obtained from the two-pomt and.nine-point calibrations. Although there is
a measurable curvature to the energy versus channel relation, the maximum error is
only ~0.03 keV for the two-point calibration -and ~0.017 keV for the nine-point cal-
ibration. The consistency of the results in Table. 5-2 mdlcates that the peak positions
have been located to within ~0.1 channel (~0.01 keV) and that the accepted energy
values are consistent within ~0.01 keV,

Table 5-2. Results of linear energy calibrations of a high-quality
plutonium spectrum :

Accepted Peak Energy Difference (keV)®
Energies Positions Two-Point Nine-Point
(keV) (channels) Calibration Calibration
59.536 395.00 --- -~ 0.017
129.294 1092.77 0.014 - 0.001
148.567 1285.51 0.014 0.000
164.58 1445.80 0.029 +0.015
208.000 1879.96 : 0.022 + 0.009
267.54 2475.37 0.019 + 0.007
345.014 ' 3249.98 0.001 - 0.009
375.042 - 3550.40 0013 + 0.004
413.712 3937.00 - - —0.008

®The tabulated numbers are the energies from the calibration minus the ac-
cepted energies. For the two-point calibration, m = 0.099993 keV/channel
and b = 20.039 keV. For the nine-point calibration, m = 0.099996
keV/channel and b = 20.021 keV. '

5.1.3 Determination of Peak Position (Centroid)
Even with high-resolution detectors, full-energy peaks are usually at least several
channels wide. The peaks are nearly symmetric, and the peak positions are chosen as

the peak centers defined by the axis of symmetry. Full-energy peaks are usually well
described by a Gaussian function of the form

y(x) = yo exp[ — (x — x0)*/20?] (5-6)
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where y(x) = number of counts in channel x
yo = peak amplitude
Xo = peak centroid

¢? = variance.

References 4, 5, and 6 provide a detailed explanation of the properties of the Gaussian
function. The function is symmetric about xp, which is the peak centroid used in
energy calibration. The parameter yo is the maximum value of the function and is
nearly equal to the maximum counts per channel in the peak if the background under
the peak is negligible. The parameter o2 (the variance) is related to the full width at
half maximum (FWHM) of the function by

FWHM =2v21In2 o = 2.35482¢ . (5-7)

The area under the Gaussian curve is given by

=v2m ayp = 2.5070y,

= 1.0645(FWHM)yp . -G8

The constant in the second form of Equation 5-8 is close to 1.0 because the area of
a Gaussian is just a little greater than the area of an isosceles triangle with the same
height and width at the half-maximum level.

Full-energy peaks are not exactly Gaussian shaped. For high-quality germanium
detectors the deviations are hardly visible, but for lower quality detectors the deviations
are easily seen as an excess of counts on the low-energy side of the peak (called
tailing). ‘At very high rates or with poorly adjusted equipment, high-energy tailing is
sometimes visible. The upper one-half to two-thirds of :a peak is usually Gaussian,
and the centroid determined by fitting a Gaussian to the upper portion of the peak
is a well-defined measure of peak position. Figures 5.3(a), (b), and (c) show the
1332.5-keV full-energy peak of %°Co and the fitted Gaussian function. Figure 5.3(a)
is from a high-quality germanium detector at low count rate, with properly adjusted
electronics. The deviations from the curve are hardly visible except for a very slight
low-energy tailing. Figure 5.3(b) is from a detector with poor peak shape. The low-
energy tailing is obvious. Figure 5.3(c) is from the same detector as Figure 5.3(a)
but at very high rates that cause distinct high-energy tailing and significant deviation
from a true Gaussian shape. In all three situations, the Gaussian function fitted to the
upper two-thirds of the peak gives a good peak location.
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5.1.4 Visual Determination of Peak Position

The human eye is very good at bisecting symmetric shapes. When a peak can be
spread out sufficiently on the MCA display, estimates of peak positions can often
be made to a few tenths of a channel by visual examination. The movable markers
(cursors) that are part of most MCA displays help in making visual determinations.

5.1.5 Graphical Determination of Peak Position

Figure 5.4 shows an SCA-acquired spectrum of 137Cs from a high-quality 7.62- by
7.62-cm Nal(T1) scintillator. It is desirable to plot such spectra as histograms with
the width of the bar equal to the window width and the low-energy side of the bar
beginning at the threshold voltage setting. Usually the intervals between threshold
settings equal the window width. The peak center is determined by drawing a straight
line along both sides of the peak through the centers of the bars. The intersection of
the two lines is the peak center. :
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Fig. 5.4 Plot of an SCA-generated spectrum of 137¢s from a 7.62-cm by
- 7.62-cm Nal(Tl) scintillation detector. The plot shows how visu-
ally fitting the intersection of lines along the sides of the peak is a
consistent way of estimating the peak center.
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5.1.6 Determination of Peak Position by the First-Moment Method
The centroid of a positive function y(x) is given by

__ Jixye dx L Sy
@ T ny 59

where x; and x, are the bounds of the area considered and y; is the number of counts in
channel x;. This is called the first-moment method because the numerator of Equation
5-9 is the first moment of y(x). For the Gaussian function (Equation 5-6), X = x,.
For calculational purposes the integrals are replaced by sums that closely approximate
them. The Gaussian function only approaches zero as x — +o00; however, summing
over a region approximately three times FWHM is usually adequate. If the peak is
symmetric and if the summed region is symmetric about the peak, good results are
obtained even without subtracting the background from under the peak. If a large
background continuum lies under the peak and an asymmetrically placed summing
region is used, the result will be in error. ‘If the underlying continuum is subtracted,
the error in calculated peak location caused by an asymmetric summing region is
small. Figure 5.5 shows both a good choice and a poor choice of summing regions.
Methods for continuum subtraction are discussed later in this chapter.

The first-moment method is particularly useful for peaks with relatively few counts
per channel. It should be used with caution on peaks with distinct asymmetry because
the calculated centroid will not coincide with the centroid of the Gaussian portion of
the peak that must be determined for the energy calibration. Use of the first-moment
procedure does not require that the peak ‘have a Gaussian. shape, but only that the
peak is symmetric.

5.1.7 Determination of Peak Position by the Five-Channel Method

The five-channel method uses the maximum count channel and two adjacent chan-
nels on each side to estimate the peak centroid. The relevant formula is

Ym+1 (Ym - Ym—z) —Ym-1 (Ym - Ym+2) (5_10)
Ym+1 (Ym — Ym-2) + Ym-1 (ym - Ym+2)

X0 =Xm +

where the subscript m refers to the maximum count channel, and y; refers to the
counts in channel x;.

Equation 5-10 assumes a Gaussian peak shape. - Similar formulas can be derived
assuming a parabolic shape at the top of the peak. Equation 5- 10 works well when
there are 6 to 30 channels above the FWHM point and enough counts in the five
channels to clearly delineate the shape of the top of the peak. The five-channel
method does not work as well as the first-moment method on broad peaks with poor
precision. However, the five-channel method is less sensitive than the first-moment
method to asymmetric peak tails from a poor detector.
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Fig. 5.5 A spectral peak showing good and poor choices
of summing regions when determining the peak
centroid by the first-moment method.

5.1.8 Determination of Peak Position by a Linearized Gaussian Fit

This procedure transforms the Gaussian-shaped peak into a line and then fits a line
to the transformed peak. The slope and intercept of the fitted line are related to x,
and o. The background continuum under the peak is first subtracted so that the fit is
made only to the Gaussian-shaped peak. :

Transformations that linearize the Gaussian function have been applied only recently
to determine the parameters of gamma-ray peaks (Ref. 7). The simplest of a class of
similar transformations is the function

_pdE=D_2 2 :
Q(x)-lnm—azx = (5-11)
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where y(x) is the number of counts in channel x. The last expression in Equation
5-11 is correct if y(x) is the usual Gaussian function. The linear function Q(x) has a
slope m and intercept b given by

m = 2/0?

b= —2xo/0?. (5-12)
Solving for ¢? and x, gives

0?=2/m

Xo = —b/m . - (5-13)

Equation 5-14 gives the expressions for the slope m and the intercept b of the line
fit to the set of points [x, Q(x)] by the weighted-least-squares method:

1 e Qo i Qi
-4(zirg-Tirg

1 1 i z i i
m=Z(Z§Z%_ZZ_ZZ%) 19
where v

2
1 2 i
2215 5-(T3)

s? = estimated variance of Q(x).

The estimated variance of Q(x) is a function only of the uncertainties in y(x):
s2(Q()] = s2[y(x — D] +sZly(x + 1)] (5-15)
where s,.(y) = s(y)/y.
If the background continuum is small enough to ignore, then

s2y0l s 1/y(x) . (5-16)




108 J. L. Parker

If the background continuum is subtracted by the straight-line procedure later shown
in Section 5.3.3, the expression for s2[y(x)] is given by

1 B B
2 [y(x)] = yu(x) + 7 [kzN—;; +Q2-— k)"—N—% (5-17)
(xp — xp)

Also, y¢(x) is the total counts in channel x and the meanings of the other parameters
are given in Section 5.3.3. _

For a linear fit there are simple expressions for the estimated variance s of m
and b:

1 1
s2(m) o 2 g
(5-18)
1 ) &
2(h) ~ — bl
s°(b) ~ A s? .

Although the fitting procedure just described may seem somewhat complex, the fit
can be performed by a short computer program in only a few seconds. The Gaussian
function should be fit to the top three-fourths to two-thirds of the peak to avoid
problems with non-Gaussian tails and imprecise data. The n channels in the peak
give n — 2 values of Q(x). When at least four or five values of Q(x) are.used in
the fit, the results are more than adequate to determine the peak centroids needed
for the energy calibration. Unfortunately, it is very difficult to estimate the statistical
uncertainty in xo using this fitting procedure. However, experience indicates that for
peaks of reasonable precision, the values of xo are good to ~0.1 channel ‘or better.

In automated operations, a test should be made to determine whether a Gaussian
function adequately describes the input data. The reduced chi-square statistic . x2/v .
provides such a test. For the linear fit of Q(x) versus X,

X'/v= niz{zs—}[oi—(mmb)]z} | (5-19)

where m and b are computed from Equation 5-14 and n is the number of values of
Q(x) in the fit. For good fits, x2/v should be ~1.00. (See Ref. 5 for a very read-
able discussion of the properties of x2/v.) For low-precision peaks (up to ~10 000
counts/channel), x2/v is really ~1.00 for peaks of qualitatively good shape. As the
maximum number of counts per channel increases, x2/v increases even though the
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peak shape remains the same. The increase in x2/v does not necessarily mean the
fit is inadequate for determining energy calibration or for testing resolution. At low
precision, the goodness of fit is dominated by counting statistics; at high precision it is
dominated by the inevitable small deviations of the peak shape from a true Gaussian
shape, resulting in an increase in the computed value of x2/v. Experience will dictate
an acceptable value of x2/v for a given range of peak precision.

Figure 5.6 shows a low-precision spectral peak from a germanium detector (FWHM
~19 channels) with the fitted Gaussian function superimposed upon it. The lower
portion of the figure shows the plot of Q(x) versus x for the upper two-thirds of the
peak along with the fitted line and the computed peak parameters.

5.1.9 Determination of Peak Position Using a Parabolized Gaussian Fit

The natural logarithm of the Gaussian function is parabolic ‘as is strikingly apparent
when full-energy peaks are viewed using the logarithmic display of .an MCA. The
natural logarithm of the Gaussian (Equation 5-6) gives

2

Iny=czx% +cy x + ¢ ' (5-20)

where ¢y = —1/202
1 = )(0/0'2
Co = In Yo —X(z)/20'2 .

A fit of Equation 5-20 to the set of points (x;, In y;) produces values of ¢, ¢y, and
o that give the parameters of the Gaussian:

Xp = —C1/2¢2

= \/ —1/202
Inyo=co—c2fdcz. " (5-21)

The fitted curve is a parabola that opens downward and whose axis is parallel to
the y-axis. The procedure described here determines yq in addition to xg and o, the
two parameters obtained from the linear fit to the linearized Gaussian.. Therefore, the
full-energy-peak area can be determined using Equation 5-8.

Figure 5.7 shows a parabolized Gaussian fit to a high-precision spectral peak from
the 122.0-keV gamma ray of *’Co. The same high-quality germanium detector was
used in this figure as in Figure 5.3(a). At low energies, charge collection in germa-
nium detectors is more complete than at high energies, with a resultant decrease in
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Fig. 5.6 The upper part of the figure shows a low-precision
peak from a high-resolution spectrum to which a
linearized Gaussian has been fitted. The lower part
shows the plot of Q(x) values and the fitted line.
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Fig. 5.7 The 122.0-keV full-energy peak from a 57Co Spectrum obtained with
@ coaxial germanium detector having high resolution and good peak
shape. The fitted curve is a “‘parabolized” Gaussian.
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low-energy tailing. Comparison of Figures 5.3(a) and 5.7 shows that the tailing in the
122-keV peak of Figure 5.7 is even less than the small tailing of the 1332-keV peak
in Figure 5.3(a).

The expressions for the weighted quadratic least-squares fit are included for the
convenience of possible users. The expressions are given in determinant form and
involve eight sums, indicated by S1, S2; ..., S8.

S6 S2 83
S7 S3 S4
S8 S4 S5

[¢]

[=)

[
b=

S1 S6 S3
S2 87 S4
S3 S8 S5 (5-22)

0
A%
Il
PR

S1 S2 Se
S2 S3 §7
S3 S4 S8

N

where

§1 S2 83
52 S3 S4
S3 S4 85

. 2 ?

x? Iny;

s5=2§ sa=2%§—‘ s7=2§"—$ﬁ’ SS?ZT'

As usual, the sums are over all the pointsr fit. The y; values have the background
continuum subtracted. The remaining expressions required for the fitting procedure
are

s; =s(In'y;)

s(in y) = %(‘,y_y) - (5-23)
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where s(y) is given by Equation 5-17. The expression for x2/v, the goodness-of-fit
statistic, is

o 17, 2
x2/v= — {Z-s—zf [ln ¥i — (c2x? +c1x; +co)] } (5-24)

where n is the number of points fit and ¢, ¢;, and ¢g are the values computed from
Equation 5-22. o

The remarks made in the previous section about the portion of the peak to be
fit and about trends in x2/v values apply equally well here. The quadratic fits put
considerable demands on the computer, and occasionally the six significant decimal
digits provided by many 16-bit processors running in single precision are insufficient
for performing correct quadratic fits on high-precision data,

5.1.10 Determination of Peak Position Using Complex Spectral Fitting
Codes . ,

Large fitting codes are used to analyze complex spectra with overlapping peaks.
The codes describe the peaks with functions that have a basic Gaussian form, with
tailing functions added to describe the peak shape more accurately. An iterative
nonlinear least-squares procedure is used to fit the data. The centroid of the Gaussian
component of the fitted peak is taken as the peak position for purposes of energy
determination.

5.2 DETECTOR RESOLUTION MEASUREMENTS

5.2.1 Introduction

This section is devoted primarily to the measurement of detector resolution. The
importance of good resolution and peak shape in obtaining unbiased NDA results can-
not be overemphasized. A narrow, Gaussian peak shape simplifies area determination
and minimizes the possibility of bias in assay results.

The full width at half maximum (FWHM or FW.5M) is the basic measure of peak
resolution. It is usually given in energy units (keV) for high-resolution detectors and
expressed as a percentage of the measurement energy for low-resolution detectors.
Resolution measured iin energy units increases with energy: FWHM? ~ a + bE.
When expressed as a percentage, resolution decreases with energy.

Most detectors give full-energy peaks that are essentially Gaussian above the half-
maximum level. The ratio of the full width at heights less than the half maximum to
the FWHM has long been used to quantify the quality of the full-energy-peak shape.
Manufacturers measure the- FWHM - and ‘its ratio to the full width at tenth maximum
(FW.1M) to describe the peak shape; for many years a value of FW.IM/FW.5M less
than 1.9 was regarded as describing a good peak shape. It is now reasonable to specify
FW.02M/FW.5M and even FW.01M/FW.S5M when the best peak shape is required.
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Table 5-3 gives the theoretical ratios for a Gaussian curve and the measured ratios
for a high-quality coaxial germanium detector. The table shows that the actual peak
shape closely approaches the Gaussian ideal. The ratios at fiftieth and hundredth
maximum should be measured after background subtraction:

Table 5-3. Thedretical' and measured resolution ratios .

FW.IM FW.02M FW.01M
FW.5M FW.5M FW.5M
Gaussian 1.823 2.376 2.578
122.0 keV 1.829 2.388 2.599
(1.003)* (1.005)* (1.008)*
1332.5 keV 1.856 2.428 2.640
(1.018)* (1.022)° (1.024)°

%The ratio of the measured ratio to the theoretical ratio
for a Gaussian.

The pulse spectrum from a detector is continuous, whereas an MCA or SCA groups
the pulses in energy intervals. It is assumed that all the events in an interval can be
represented by the energy of the center of the interval. When a Gaussian is fitted to
the center points of the intervals, the width parameter ¢ is slightly greater than that
of the original continuous distribution. As discussed in Ref. 8, the grouped variance
and the actual variance are related by

()G = (0®)a +h?/12
(FWHM?)g = (FWHM?) 4 + 0.462h° (5-25)

where (02)¢ = grouped variance
(6?) 4 = actual variance
h = group width (MCA channel width or SCA window width).

For MCA spectra, h has units of keV/channel if FWHM is in keV, and h = 1.00 if
FWHM is in channels. Table 5-4 gives the ratio (FWHM) 4/(FWHM)¢. To measure
the actual resolution to 0.1%, the system gain should be adjusted to provide more
than 15 channels in (FWHM)q. If (FWHM)g is 3 channels, the (FWHM) 4 is over-
estimated by ~3%. The correction has no practical bearing on full-energy-peak areas.
The Gaussian function fitted to the binned points has the same area (to better than
0.01%) as the continuous distribution because the yo parameter is decreased by almost
exactly the same factor as the width parameter is increased.
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Table 5-4. The ratio of (FWHM)4 to (FWHM)g

_FWHM¢ FWHM 4

(channels) FWHM¢
3.0 0.9740
5.0 0.9907
10.0 0.9971
15.0 0.9990
20.0 0.9994
25.0 - 0.9996
30.0 0.9997
35.0 0.9998
40.0 0.9999

5.2.2 Determination of Peak Width by Visual Estimation from MCA Display

Visual estimation works best with MCAs that have horizontal and vertical graticule
lines and analog controls for the vertical and horizontal position of the display. Many
small MCAs have such features; larger laboratory models usually do not give the user
any control over the vertical position of the display.

To determine FWHM to ~1%, the energy gain should be chosen such that FWHM
> 10 channels. After the spectrum has been accumulated, the display controls are
adjusted so that individual channels are resolved and one of the horizontal graticule
lines cuts the peak at the half-maximum point. Figure 5.8 shows a peak divided at
the half-maximum level. After the peak is bisected, the channels above the horizontal
line are counted, estimating to tenths of channels. - Because the channels are plotted
as points, one really counts the spaces between the points. Usually the continuum on
the high-energy side of the peak is regarded as the “bottom” of the peak. The slope
of the energy calibration line is used to convert the FWHM value from channels to
energy. If the energy calibration is not available, multienergy sources can be used.
Large germanium detectors are calibrated with the 122.06- and 136.47-keV gamma
rays from 37Co and the 1173.2- and 1332.5-keV gamma rays from 5°Co. In either
case the energy calibration can be determined from the separation of the peak pair
in channels and the known energy difference.* The resolution is then determined
by multiplying the FWHM in channels of the 122- or the 1332.5-keV peak and the
appropriate energy calibration (keV/channel). With a little practice, values of FWHM
(keV) can be determined to within 1%.

*Currently the best value for the energy difference between the two 3"Co gamma rays
is 14.413 keV; the best value for the energy difference between the two $°Co gamma
rays is 159.27 keV.
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Fig. 5.8 A full-energy peak bisected by the mid-line of an MCA
display. The FWHM equals.the number of spaces above
the half-maximum level.

5.2.3 Graphical Determination of Peak Width

The same type of plot used for energy calibration (Section 5.1.5) may be used for
resolution measurement; indeed the two measurements can be combined. The shape
of the top of the peak must be sketched to estimate the maximum peak height and the
half-maximum line. Figure 5.9 shows the same 137Cs spectrum as shown in Figure 5.4
but indicates the top of the peak, the half-maximum line, and the estimated FWHM.
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Fig. 5.9 An SCA-generated spectrum of 137¢cs from a Nal(T!) detector. The plot
shows how the FWHM and peak centroid are determined..

5.2.4 Determination of Peak Width Using Analytical Interpolation

The procedure described here quantifies the graphical procedure presented in the
previous paragraph. ‘Most of the FWHM functions built into modern MCA systems
use some variation of this procedure. The interpolation procedure is particularly useful
because the full width at any fractional height can be determined easily.

Figure 5.10 shows a full-energy peak with the- maximum count channel near the
centroid. The line across the peak in the figure indicates the fractional height at which
the width is evaluated. The x coordinates of the points where the K * maximum line
intersects the peak are

Ky, — .
Xp= e N Xi
Yo—¥1
_ L (526)
xp= 2B o

Y3 —VYa
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Fig. 5.10 Diagram of the procedure used to determine the FWKM
by linear interpolation. The value of K may be between
0.0 and 1.0.

K = fraction of maximum height at which the width is evaluated
¥z = number of counts in channel x
¥p = number of counts in the channel with maximum counts
x¢ = X coordinate of intersection of line K with low-energy side of peak
Xn = X coordinate of intersection of line K with high-energy side of peak
X1, X2 = channels below and above x;
X3, X4 = channels below and above x;,.
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The full width at the fractional level K (FWKM) is

FWKM = x;, — Xy =(x3 — X1)+'|:(y3 _Kyp) - (KYP —YI)] . (5-27)
Y3 — Y4 Y2—Y1

To obtain the most accurate results, the value of y, must be carefully estimated.
When two channels with equal counts are at the top of the peak, the maximum value
of the peak is clearly higher than the maximum channel value. The maximum channel
value underestimates Ky, and gives a sllghtly large value for FWKM. The procedure
should be applied to peaks that are nearly symmetric about the maximum count chan-
nel. The peak maximum y, can be accurately determined by fitting a Gaussian curve
to the upper part of the peak. The peak shape can be accurately determined by using
peaks with good statistical precision at all the fractional levels to be measured. For
measuring FW.01M, a y, of ~10% should be used so that the precision at the 0.01
level will still be ~1%. Smoothing might be used to obtain consistent results from a
peak with poor precision; however, smoothmg always broadens the peak a httle

5 2.5 Determination of Pmk Width Using the Second-Moment Method

The second-moment method for determining the width parameter o is analogous
to the first-moment method for determining the centroid. The second moment of the
normalized Gaussian function is equal to o2, the variance of the function. ‘For the
unnormalized function in Equation 5-6, the second moment is

g2 o e X0 YO I Sk = %0 i
Jooo Y00 dx )0

The parameter ¢ is related to the FWHM by Equation 5-7..

Any significant background continuum shouid be subtracted before Equation 5-28
is applied. The sums are calculated over a region equal to or larger than three times
the FWHM. The method should not be used on peaks with significant asymmetry or
with a non-Gaussian shape.

The procedure is useful for broad Gaussian peaks of poor precision where the linear
interpolation method does not work well. The first- and second-moment determina-
tions are usually performed together because the centroid value from the first-moment
algorithm is required in the second-moment algorithm.

(5-28)

5.2.6 Determination of Peak Width Using a Linearized Gaussian Fit

Section 5.1.8 shows that Equation 5-11 can be used to linearize a Gaussian curve.
The slope and intercept of the fitted line are related to the peak centroid and FWHM
(Equations 5-7 and 5-13).. The linearized Gauss1an procedure is a good test of the
energy calibration and detector resolution. Testing both a high-energy peak and a low-
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energy peak provides strong assurance that the electronic parts of the NDA system
are performing correctly. This test can be an important part of a measurement control
program for a high-resolution gamma-ray NDA system.

5.2.7 Determination of Peak Width Using a Parabolized Gaussian Fit

_ Section 5.1.9 shows that the natural logarithm of the Gaussian function is a quadratic
function of x. Fitting this function to the set of points (x;, In y;) gives the parameters
of the Gaussian function X, Yo, and o and provrdes another way of determining the
width of a Gaussran peak. . ‘ ,

5.3 DETERMINATION OF FULI.—ENERGY-PEAK AREA

53.1 Introduction

The gamma-ray pulse-height spectrum contains much useful information about
gamma-ray energies and intensities. One of the most important concerns in applying
gamma-ray. spectroscopy is correct extraction of the desired. information. Normally,
the most important information is the full-energy-peak areas and their associated un-
certainties. .

Full-energy peaks in gamma—ray pulse-helght spectra rest on a background con-
tinuum caused :by:the Compton scattering of higher energy gamma rays. The most
fundamental limitation in obtaining unbiased peak areas. is the determination of the
background continuum. When the continuum is small with respect to the peak, it can
cause only a small fractional error in the peak: areca. However, when the ratio of the
peak area to the continuum area becomes much less than 1.0, the possibility of bias
rises rapidly.

For many NDA applications, simple background-subtractlon methods are adequate.
Under certain crrcumstances, complex spectral fitting codes with long- and short-term
tailing functions must be used. With low-resolution detectors, the problem of mcludmg
sma]]-angle-scattenng events in the peak is severe, but computatlonal correctlons can
sometrmes be applied to resolve the problem (Ref 9)

5.3.2 Selecﬂon of Regions of Interqst (ROIs)

The choice of ROI is as important as the'choice of algorithms used to evaluate
peak areas. Most procedures use two ROlIs to define the continuum level on the low-
and hrgh-energy sides of a peak or multiplet.' The average channel count of an ROI
is taken as the continuum level at the center of the ROL. A third ROI deﬁnes the peak
region.

For a Gaussian functron, 99.96% of the area lies within a region centered at X that
is three times the FWHM of the function. The amplitude of the Gaussian function at
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xo £ 1.75 FWHM is only 0.0082% of the maximum value at Xo so continuum ROIs
that begin at this point have minimal contributions from the peak. Thus, a peak ROI
of three times the FWHM and continuum ROIs placed symmetrically 3.5 to 4.0 times
the FWHM apart should obtain ~99.9% of the peak area.

In principle, the continuum is estimated more precisely if the continuum ROIs
are quite wide. However, the possibility of systematic error increases as the energy
interval increases. For most NDA applications, continuum ROIs of 0.5 to 1.0 times
the FWHM are adequate. With an energy calibration of 0.1 keV/channel, typical
background ROIs are three to five channels wide. When the continuum between
neighboring peaks is very narrow, ROIs of one or two channels must be used. Peaks
whose centers are separated by three times the FWHM can be considered resolved;
usually a narrow ROI can be placed between them. It is better to sacrifice statistical
precision than to introduce bias by using continuum ROIs that are too wide.

Spectra with significant low- or high-energy tailing may require a wider peak ROI
than three times the FWHM. Because peak resolution deteriorates somewhat at high
rates, the ROI should be set on a high-rate (low-resolution) spectrum. Usually, better
results are obtained if all the ROIs are of equal width; therefore, the ROIs for low-
energy peaks and reference pulser peaks are somewhat wider than three times the
FWHM.

Computer codes can be written to accurately and consistently choose ROIs. Digital
stabilization can be used to keep the desired peaks within a single preselected set of
ROIs for long time periods. Sometimes it is desirable to change the spectrum to fit
a particular set of ROIs. Codes exist that can reshuffle the contents of a spectrum to
give any desired energy calibration with little degradation of spectral quality.

5.3.3 Subtraction of Straight-Line Compton Continuum

It is often adequate to approximate the Compton continuum by a straight line
between the high- and low-energy sides of well-resolved peaks or of overlapping peak
groups. Figure 5.11 shows how the ROIs are selected and indicates the notation used
in the background equations. Note that the continuum ROIs need not be symmetrically
placed with respect to the peak ROI nor need they be of equal width. The background
is the trapezoidal area beneath the continuum line given by

B = [Y(F,) + Y(Lp)] (Np/2) (5-29)
where Y(F;) = mF, + b

YLy)=ml, +b

and where m = (Ya — Yp)/(Xp — Xp)

b= (XhYe - XeYh)/(Xh - X e) .
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Fig. 5.11 Regions of interest and associated parameters used to com-
pule the net area and the estimated standard deviation of a full-
energy peak.

The variance of the background B is

2 .
N B B
S%B) = (7”) [K2ﬁ% +2 - K)%%} ' (5-30)

(Fp +L, — 2X;)

where K = K = Xp)
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Equation 5-30 assumes no uncertainty in the ROI bounds and is a function only of
the statistical uncertainties in B, and Bg which are estimated by Sz(B[) = By and
S2(By) = By. Equation 5-30 is correct when the background ROIs are not symmetri-
cally placed relative to the peak ROL If the continuum ROIs are placed symmetrically
relative to the ‘peak ROI, the expressions for both B and S2(B) are simplified. The
symmetry requirement means that (Fp—Xp) = Xn — p) and K =1, and so the
expressions become

Y+ YR B, By sz,‘ |
_< 2 )Np (Nh+Ng 2 | s B
and

2 |
2gy=[Ne) (Br, Be
S(B)-(2> (Ni+N£2). | (5-32)

Frequently Equations 5.31 and 5.32 are used even when the symmetry requirement
is not met, and if the net peak areas are much greater than the subtracted continuum,
little error will result. However, when the peak areas are equal to or less than the
subtracted continuum, the error may well be significant. In dealing with complex
spectra (the spectra of plutonium are good examples), one is frequently forced to
use asymmetrically placed ROIs. When the required computations are performed by
interfaced processors, Equations 5-29 and 5-30 should be used because they give the
best results that can be obtained with any version of the straight-line procedure.

For computations done with a small calculator, the use of the simplest possible
expression is desirable and ROIs should be chosen accordingly. If Nj, = N[ =
Equations 5-31 and 5-32 simplify to

N, ,
= ﬁ(Bh +By) (5-33)

and

2
N
S2(B) = (ENL) (Br +By). (5-34)

If it is possible to choose N, = N,/2, the expressions achieve the simplest forms:
B =(Bn+By) : (5-35)
and

S2(B) = By, + By)=B. | (5-36)
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5.3.4 Subtraction of Smoothed-Step Compton Continuum

The Compton continuum beneath a full-energy peak is not a straight line. At a
given energy, most of the continuum is caused by large-angle Compton scattering of
higher energy gamma rays or by pulse pileup from lower energy interactions. The part
of the continuum under a peak that is caused by the gamma ray that generates the peak
results from small-angle Compton scattering and full-energy events with incomplete
charge collection; this contribution can be described by a smoothed step function.

Gunnink (Ref. 10) devised the original procedure to generate a step-function con-
tinuum beneath single peaks or multiplets based on the overlying spectral shape. The
procedure provides better results than the straight-line background approximation, es-
pecially for overlapping peak multiplets. For clean single peaks, the improvement is
often negligible. ‘ '

Figure 5.12 shows a logarithmic plot of a multiplet and a step-function background.
Using the notation of Figure 5.11, the background at channel # is

i=n i=Xp .
B.=Y,—-D (yi — Yg) (yi — Yn) -+ (53D
l
i=Xg+1 =Xy

where y; = total counts in channel i

D=Y,~ Y
B(Xp) = Y,
B(Xp) = Yi.

The background Y}, is subtracted from every channel because the Compton events
from higher energy gamma rays cannot infiluence the shape of the smoothed step for
lower energy gamma rays. Equation 5-37 is usable when the continuum beneath a
peak or multiplet has a slightly negative or zero slope.

A significant complication in using the smoothed-step procedure is that the ex-
pression for the precision of the net area becomes exceedingly complicated when
derived from Equation 5-37. The precision expression (Equation 5-30) based on the
straight-line approximation is much simpler and almost as accurate.

5.3.5 Subtraction of Compton Continuum Using a Single Region of Interest
Estimating the background continuum from a single ROI is sometimes desirable or

necessary. For example, a single ROI is often desirable when using a Nal detector
and a single-channel analyzer (SCA) to measure 23*U enrichment or 23°Pu holdup.
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Fig. 5.12 A peak doublet with the estimated spectral continuum computed by
the simple smoothed-step algorithm.

When the signal-to-background ratio is high, it may be adequate to assume a flat
background continuum. Here, the contribution of the continuum to the peak ROI is
given by

_Ny
B= N, B | (5-38)
s(B) ~ §£ s(By) . (5-39)
Np

Although this procedure is most often used with low-resolution scintillators, it is also
used with germanium detectors when there is no convenient place for a background
ROI on the low-energy side of a peak.

If the background continuum is not flat but can be assumed to have a constant slope
over the energy range concerned, Equation 5-38 may be modified to .

B = KBy, - © (540)

where K is a constant factor determined by experiment. If the ambient background
radiation is the main contributor to the Compton continuum, a “no sample” spectrum
may be used to determine K. If the continuum is strongly dominated by high-energy
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gamma rays from the sample, K may be estimated from an MCA spectrum. Often
K will change from sample to sample. Although these single-ROI procedures have
limited accuracy, their use is preferred to ignoring the continuum problem entirely.

5.3.6 Subtraction of Compton Continuum Using Two-Standard Procedures

Measurement of 233U enrichment using the 185.7-keV gamma ray is a successful
application of a single SCA window for background corrections. The assumption of
a constant background shape is very good, and the constant K of Equation 5-40 can
be determined accurately. The enrichment E is given by

E=CP - KB) ' (5-41)

where C is a constant with units (% 23°U/count). For two samples of different and
known enrichments measured for equal times, Equation 5-41 becomes

E, = C(P; — KB))

(5-42)
E; =C(P; — KB3).
The solution to these equations is
C = (EsB; — E1By)/(P;B1 — P1By) .
K = (E;P, — E{P;)/(E2B; — E;By) . (5-43)
Equation 5-41 may be written as |
E =aP — bB ‘ (5-44)
where
;= E;B; — E{B;
P2.B; — P1B-»
_ PyE; —PsE; (5-45)

~ P,B; —P;By
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The two-standard method can be used to measure low-level radioactive contamina-
tions in water or other fluids. See Chapter 7 on uranium enrichment for more details
on this procedure. '

5.3.7 Using Region-of-Interest Sums to Measure Peak Areas

For well-resolved peaks, the simple summation of counts above the estimated back-
ground continuum is probably as good as any other method of finding the peak area.
This method avoids any difficulty from imperfections in the peak-shape models of
spectral fitting codes. The ROI-summation method is quite tolerant of small vari-
ations in peak shape and provides an accurate and straightforward estimate of the
precision of the net peak area. :

For all ROI-summation procedures, the peak area is given by

A=P-B (5-46)

where P is the integral of the peak ROI and B is the contribution from the background
continuum. The expressions for S2(A), the estimated variance of the net area, vary
according to the procedure used to estimate the background continuum.

When B is estimated by straight-line interpolation from continuum ROIs on either
side of the peak ROI, the estimated variance of the peak area is

S2(A) = S%(P) + S%(B) =P + $*(B) . (5-47)

Equations 5.29 through 5.36 give B and S2(B) for different conditions on the width
and position of the background ROIs relative to the peak ROIL The expressions are
summarized in Table 5-5. The simplest expressions are obtained when the background
ROIs are symmetrically placed with respect to the peak ROI and have the appropriate
widths. When adequate computational capacity is available, the most general form of
the expressions should be used so that ROIs can be assigned without constraint.

When the smoothed step function is used to estimate the background continuum,
Equations 5-46 and 5-37 combine to give

L, n Xn
A=P- ) {an[ > (yi—Yh)/ > (yz--—Yh)]}. (5-48)

n=F, i=X£+l i=X£+l

Because the continuum estimate is a function of the channel counts, the exact expres-
sions for S2(A) become extremely complex. One of the estimates for S2(A) given in
Table 5-5 should be used. ‘
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Table 5-5."Expressions for net full-energy—peak areas and estimated variances® (strmght«lme background assumed)b

Background Variance S2(B)

Conditions on ROIs “Background B
- - N2
Arbitrary position’ = [YLp) + YENIN,/2) $*®) = [K2 R
and width of t_)ack- . N g
ground ROIs
where - where
2(X - X)) 4L —
Y(L,) =mL, +b and Y(F,,) mF, +b _ X 0 _ Ep+L, —2Xy)
X —Xp) Xn — Xp)

and where

m = (Y — Y)/(Xn, — Xp) and
B = (XnYp — XpYn)/(Xn — Xp)

Symmetric_placement
of background ROIs
relative to peak ROI,
(Fp—Xp) = Xn—Lp)

M ~Ne(Br By
=S+ Yp =3 (Nh+N£)

B By
N TN, 2 )

42304 “T°f



Table 5-5. (CONT.)

N ; . N, \2

Symmetric placement B=—-—2 B, + By) $?(B) = ( P ) (Bh + BZ)
2N, ’ 2N

of background ROIs , ¢

with Ny = Nj = N¢ ;

Symmetric placement B =(Bn+By) S2(B) = By + By)=B

of background ROIs
with Ny = Np, = Np/2

“A=P—B
S%(A) = P + $?%(B).
bNotation summary as in Figure 5.11; LE = low energy; HE = high energy:

Fgp. Ly = first and last chanriels of LE background ROI

Fp, Lp = first and last channels of peak ROI

Fn, Lp, = first and last channels of HE background ROI

By, P, By, = integrals of LE background, peak, and HE background ROIs

Ng. Np, Np, = numbers of channels in LE background, peak, and HE background ROIls
Yn = Bp/Np, = average continuum level in HE background ROI

Yy =Bp/MNy = average continuum level in LE background ROI

Xh, Xg = centers of background ROIs

Y(Fp) and Y(L,) = ordinates of background line at F, and L,

m and b = slope and intercept of background line between Xy, YZ) and (Xp, Yp).

Lossy Koy-vunupn) 2aissvg ui $21doy jp4auasy

621
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When a single background ROI is used, Equation 5-46 holds for the net peak area,
and the expression for S?(A) is based on Equation 5-47. When the continuum is
assumed to be flat (Equation 5-38), the expressions for A and S2(A) become

]P
._.._B

2 NP :
S’A)=P+(JZ) Ba- (5-49)

If a sloped continuum is assumed (Equation 5-40), the expressions for A and S2(A)
become

A=P-—-KB,
S*(A)=P+K?B,, .
Note that although Equations 549 and 5-50 may correctly predict the repeatability of

measurements, they do not predict any assay bias arising from the approximate nature
of the single-ROI background estimate.

(5-50)

5.3.8 Using Simple Gaussian Fits to Measure Peak Areas

As shown in Section 5.1.3, the determination of ¢ and yp by a Gaussian fit also
determines the peak area using Equation 5-8. For cleanly resolved peaks, the areas
obtained by fitting simple Gaussians are probably no better than those obtained from
ROI sums, and may: be somewhat worse. This assertion is known to be true for
germanium detectors. For Nal scintillators, a Gaussian fit may give more consistent
peak areas than ROI methods.. The simple Gaussian-fitting procedures do not provide
straightforward ways!to estimate peak-area precision.

In a few situations, Gaussian fitting is advantageous. When two peaks are not quite
resolved such that the desired peak ROIs overlap; a Gaussian can be fitted to one-
FWHM-wide ROIs c;entered on each peak to determine the peak areas. When the
centroid location and FWHM are the primary information desired from a Gaussian fit,
the area estimate often comes with no extra effort. When a peak has significant low-
energy tailing from Compton ‘scattering in the sample or shielding, a simple Gaussian
fit to the middle FWHM of the peak can easily obtain the desired area.

When a Gaussian function is.transformed to a line that is least-squares fit to obtain
the parameters xo and o, the parameter yo can also be determined using any of the
original data points and Equation 5-6 to solve for yp. An average of the values of yq
determined from several points near xq gives a satisfactory value for the area equation.
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Section 5.1.9 shows that the logarithm of the Gaussian. function is parabolic and
that a quadratic fit to In(y;) yields all three of the Gaussian parameters xo, yo, and
o. The peak area is obtained from Equation 5-8. As with the linearized Gaussian
procedure, no simple expressions exist to estimate the precision of the peak areas.

5.3.9 Using Known Shape Parameters to Measure Peak Areas in Multiplets

The previous discussion emphasizes well-resolved single peaks because most ap-
plications of gamma-ray spectroscopy to the NDA of nuclear material employ well-
resolved peaks. However, to measure isotopic ratios from high-resolution plutonium
spectra, it is necessary to analyze unresolved peak multiplets.

If the peak shape is described by an adequate mathematical model in-which all the
parameters are known except the amplitude, unresolved ‘multiplets can be analyzed
quite simply by ordinary noniterative least-squares methods. For some purposes the
simple Gaussian function (Equation 5-6) is adequate without any tailing terms. If the
position and width parameters xp and ¢ are known, only the amplitude parameter yo
is unknown. Frequently, the well-resolved peaks in: a spectrum can yield sufficient
information to determine the xo and o parameters for the unresolved peaks. The
gamma-ray energies are accurately known for all fissionable isotopes; .therefore, the
energy calibration can be determined with sufficient accuracy to calculate the xg
parameter for all unresolved peaks. The width parameter o can be determined from
the well-resolved peaks and interpolated to the unresolved peaks with the relation
FWHM? = a + bE, which is quite accurate for germanium detectors above 100 keV.
The well-resolved peaks can also yield mformatlon needed to determme the parameters
of tailing terms in the peak-shape function.

The least-squares fitting procedure for determining the peak amplitudes is most
easily described by the following examiple. The example assumes a three-peak multi-
plet where all the peaks come from different isotopes. After the Compton: continuum
is subtracted from beneath the multiplet, the residual spectrum has only the three
overlapping peaks and the count in channel i may. be written as

= Al x F1; + A2 x F2; + A3 x F3; (5-51)

where A1, A2, and A3 are the amplitudes to be determined and F1, F2, and F3 are
the functions describing the peak shapes. Assuming that the peaks are well described
by a pure Gaussian,

F1 = exp[K1(x; — x1¢)?]

F2 = exp[K2(x; — x20)°]
F3 = exp[K3(x; — x30)?] . : (5-52)
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where x1g, X2p, X3¢ = known centroid positions
K1, K2,K3 = 1/20{2,3

o; = (FWHM);/(2v21n2) .
The least-squares fitting procedure determines Al, A2, and A3 to minimize the

sum of the squared difference between the actual data points and the chosen function.
With derivation the expressions for Al, A2, and A3 are

ZyFl Y FIR2 ) FIF3

Al=—]15 Sy SR Y RB
S yF3 Y B3F2 > F3?
> Fi? | S yF1 > FIF3
A2=% YRR Yy SR
S FF1 Y yF3 Y F3
> F1? ZFlFZ > yF1
A3=]—15 S RF Y F2? S yR2
S FF1 ) FB3F2 ) yF3
> Fi? S FIF2 Y FIF3
p= | YRR YR Y RB .
YBr YBR YR (5-53)

The pattern of Equation 5-53 can be followed for expanding to additional unknowns.
The form of F1, F2, and F3 is not related to the solutions for A1, A2, and A3. The only
requirement is that the functions are totally determined except for an amplitude factor.
Tailing terms may be added to improve the accuracy of the peak-shape description.
When two or more peaks in a multiplet are from the same isotope, the known branching
intensities, I, I, ..., can be used to fit the peaks as a single component. If peaks one
and two in the example are from the same isotope, Equation 5-51 becomes

yi=A x F; + A3 x F3; , ' (5-54)
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where
F = exp[K1(x; — x19)?] + (I2/11) exp[K2(x; — x20)?] .

Equation 5-54 has only two unknowns, A and A3. Strictly speaking, the coefficients
in F should be 1/E; and I2/1;E; where E1 and E2 are the relative efficiencies at the
two energies.. If available, the efficiencies should be included, but often the related
members of the multiplet are so close together in energy that E1 ~ E2. When one of
the related gamma rays is much more intense than the other, the errors in the intense
components caused by assuming E1 = E2 are usually neghglble

5.3. 10 Using Complex Fitting Codes to Measure Peak Area

Much time has been invested in the. development of computer codes to determine
the peak areas from complex, overlapping peak multiplets. A number of successful
codes exist, along with many variations for special problems. Helmer and Lee (Ref.
11) review the peak models and background subtraction :procedures of most currently
used codes.

The .complex .codes- describe full-energy peaks with a basic Gaussian shape plus
one or two low-energy tailing terms (long- and short-term tailing) and sometimes a
high-energy tailing term. The long-term tail is often not included in the full-energy-
peak area because it is ascribed to small-angle . Compton: scattering . within the sample.
The long-term tailing function usually is: not required for high-resolution spectra. The
detailed form of the tailing terms varies from code: to code, although the results are
often .equivalent. - The procedures to subtract the Compton:continuum 'also vary; in
general, the background subtraction iprocedures.are most in need:of improvement.

These fitting codes are often indispensable, but they often require a major learning
effort before they can be used intelligently.: Learning to :use such codes: skillfully can
be likened to learning to play a large pipe organ; after acquiring some basic skills, one
must learn the possibilities and:limitations of the many combinations of “stops.” The
potential user who does not have extensive experience in gamma-ray spectroscopy
should consult with knowledgeable users ‘of the code.

Note that all fitting codes perform better on high-quality spectra w1th good resolution
and:minimal peak tailing. A fitting code:cannot completely compensate for poor-
quality detectors and electronics or for sloppy acquisition procedures. It should be
said that an ounce of resolution is worth a pound of code. In the past few years, the
quality of detectors and electronics has improved in parallel with code development,
resulting 'in the present ability to do measurements that were prev1ously very difficult,
if not impossible:




134 . J. L. Parker

5.4 RATE-RELATED LOSSES AND CORRECTIONS
5.4.1 Introduction

As discussed in Chapter 4, ADC deadtime is defined as the sum of the time intervals
during which the' ADC is unable to process other events. Deadtime can occur in all
NDA system components. The deadtime intervals are either fixed or are a function
of system parameters and ‘pulse amplitude.

For MCA-based systems, the deadtime begins when the ampliﬁer output pulse
crosses the ADC discriminator threshold: The deadtime includes the pulse risetime,
a small fixed time for peak detection and latching, a digitization time, and often the
memory storage time. For germanium detector systems using 100-MHz Wilkinson
ADCs, the deadtime for an event at channel 4000 is ~55 us. At rates of only a few
thousand counts per second, a s1gn1ﬁcant fractlon of information can be lost to system
deadtime alone.

For SCA-based systems using Na.I(Tl) detectors the deadtime is much shorter and
can often be ignored.” The losses in such systems are usually:due .to pulse pileup.

Pulse pileup is described briefly in Chapter 4. Figure 4.9 shows how two events
that occur within an interval less than the amplifier pulse width sum to give a pulse
whose amplitude is: not proportional to either of the original pulses.: Figure 4.10
shows the effect of pileup events on the spectrum. - Pileup can occur in the detector;
the preamplifier, or the main amplifier, but the overall effect is: govemed by the
slowest. component, usually the main amplifier. ' Pileup:always results ‘in a loss of
information; the degree: of loss depends -on the information sought and the gross count
rates involved.: For example; when counting: everits above a discriminator threshold,
two pileup events are: counted ‘as one; if pulse-height :analysis is being performed;
both' events are lost from their respective peaks.:

In high-resolution ‘spectroscopy systems;, the amplifier pulse width is often com-
parable to the ADC processing time, and the loss of information caused by pileup
may be equal to or greater than:the loss caused by deadtime.: Although an MCA can
operate in a live-time:mode and compensate for deadnme losses; it ‘does: not fully
compensate for pileup losses.

Many texts discuss all counting: losses in‘terms of two llmltmg cases, both of which
are referred 'to as deadtime [see, for example, Chapter 3 of Knoll (Ref. 12)]. Neither
case exactly describes the operation of actual equipment. One case is called nonpar-
alyzable deadtime and is typical of ADC operation; the other is termed paralyzable
deadtime and is related to pulse pileup. The terminology is.unfortunate because no
circuitry is: dead -during pileup; rather, -events are lost from their proper channel be-
cause of the pulse distortion. In this book the distinction between deadtime and pileup
is preserved because they are two distinctly different loss mechanisms.
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The goal of many gamma-ray spectroscopy applications is to compute a corrected
rate CR for the gamma ray(s) of interest:

CR = RR x CFRL) x CFAT) | (5-55)

where RR = raw rate of data acquisition
CF(RL) = rate-related loss correction factor
CFE(AT) = attenuation correction factor (See Chaptcr‘ 6).

When the correction factors are properly defined and computed, CR is the count rate
that would be observed if there were no electronic losses and no sample attenuation.
The corrected rate, CR is often directly proportional to the desired quantity, such
as mass of 23°Pu or 235U enrichment. All three factors in Equation 5-55 must be
determined accurately to obtain accurate assays.

5.4.2 Counting Loss as a Function of Input Rate

In modern spectroscopy systems, counting losses are rarely well described by the
simple model of nonparalyzable deadtime; however the model is described here for
completeness. In early systems, the deadtime losses were far higher than plleup losses,
and the simple nonparalyzable model was quite adequate.

For a fixed deadtime D, CR can be represented as follows:

RR

e 5-56
CR 1-RRxD (5-36)

Inverting Equation 5-56 gives

CR 1
= = _ 5-57
RR={TCRxD_ 1/CR+D ©-37

As CR — o0, RR — 1/D as a limiting value of throughput. The term nonparalyzable
arises because RR rises monotonically toward the limit 1/D. For plleup losses, RR —
0 as CR - 00, justifying the term:paralyzable.

Although ‘Wilkinson ADCs do not have a fixed deadtime, Equations 5-56 and 5-57
apply if D is set equal to the average deadtime interval. Whether fixed or an average,
the deadtime D is rarely determined directly because most users wish to correct for
the combined rate-related losses.

Pulse-plleup losses are important in hlgh-resolutlon spectroscopy for two reasons.
First, the relatively long pulse-shaping times required for optimum signal-to-noise
ratio yield pulse widths up to 50 us, which increases the probability of pileup. Sec-
ond, a small pileup distortion can ‘throw a pulse out of a narrow peak. Because Nal(T1)
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systems operate with time constants of ~3 us or less, they have lower pileup losses. -
Furthermore, because the Nal peaks are 10 to 20 times broader than germanium peaks,
many events can suffer a slight pileup and still remain within the full-energy peak.
However, pileup losses in Nal(Tl) spectra are much harder to correct because of the
broader peaks.

Figure 5.13 shows that if an amplifier pulse is preceded or followed by a pulse
within approximately half the pulse width, its peak amplitude is distorted. The degree
of distortion depends on the amplitude and timing of the interfering pulse relative to
the analyzed pulse. Frequently pileup-rejection circuitry is used to detect and prevent
analysis of the distorted events. Unfortunately, in rejecting bad pulses almost all
systems reject some small fraction of nondistorted pulses.

If no other events occur within the time interval T where pileup is possible, the
pulse will be analyzed and stored in its proper location. The fundamental express1on
from Poisson statistics (Refs. 1 and 3) that applies here is

(RT)Ne—RT

NI (5-58)

P(N) =

where P(N) is the probability of N events occurring within a time interval T if the
average rate is R. The probability -that an event is not lost to plleup is obtained by
setting N = 0 in Equation 5-58: :

P(0)=e~%T, (5-59)
The fraction F of pulses lost to pileup is given by

F=1-P0)=1-¢8T, T (5-60)
If RT is much less than 1, Equation 5-60 simplifies to

F~RT (5-61)

which provides -a very simple relationship for estimating the pileup losses at lower
rates.

If deadtime losses can be ignored, Equation 5-59 describes the ‘throughput of a
high-resolution spectroscopy system The measured raw rate RR is given by

RR=Re~RT o N € )

where R is the gross rate of events from the detector. Differentiation of Equation 5-62
shows that RR is maximized at R = 1/T and that the fraction 'of R stored at that rate
is 1/e ~ 0.37. Thus, at the input rate for maximum throughput, just over a third
of the input events are correctly analyzed and stored. The fraction of the input rate
that is stored is e =27, and the stored rate as a fraction of the maximum stored rate
1/(eT) is given by RTe'~ 2T, Both of these fractions are plotted in Figure 5.14.
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Fig. 5.13 Three Gaussian curves (amplifier pulses) separated by
1.5 X FWHM. As drawn, there is minimal pileup distortion to
any pulse. If the pulse separation is reduced, the distortion will
clearly increase.
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Fig. 5.14 The absolute fraction stored and the fraction of the maximum stor-
age rate for a paralyzable system of deadtime T as a function of
input rate in units of 1/T.

5.4.3 Actual Data Throughput

Figure 5.14 shows that the throughput rate peaks at surprisingly low values for
ordinary high-resolution gamma-ray spectroscopy systems. For T = 50 us (a high
though common value), 1/T = 20 000 s~! and the maximum throughput is about
7350 s~!. Where long time constants are necessary to produce the desired resolution,
throughput must be sacrificed as the price for the highest resolution. In fact, the
low-rate side of the throughput curve should be used when possible because it yiclds
better resolution and peak shape. At a rate of 0.6(1/T), the throughput is 90% of
maximum; at only 0.5(1/T), the throughput is still 82% of maximum.

Sometimes a spectroscopy system must be operated far beyond the throughput
maximum. At arate of 2/T (40 000 s~ with T = 50 ps), only ~14% of the information
is stored, implying a correction for pileup losses of ~7. One important point is evident:
to maximize system throughput and minimize the necessary corrections, T must be
minimized and some loss of resolution must always be accepted. Fortunately, much
progress has been made in recent years to minimize T and still preserve resolution
and peak shape (see Chapter 4 and Ref. 13).

is’
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If Equations 5-59. through 5-62 are used to estimate throughput rates and loss
fractions, R and T must be reasonably well known. The input rate R is usually easy
to obtain. Many modern amplifiers include a provision for pileup rejection and have
a fast timing channel with a pulse-pair resolution of about 0.5 to 1.0 us and an output
that can be counted with a scaler-timer. Equation 5-56 can be used to refine the
value of R when there is:significant loss in the fast counting channel. Fast amplifiers
and discriminators can be connected:to the preamplifier output to measure the gross
count rate. The SCA output on:the ADC should not be used to measure R because it
operates on the much slower amplifier output.

The rejection or loss interval T-is ‘more difficult to estimate. If electronic pileup
rejection: is not used, T can be ‘assumed.to be approximately equal. to the pulse width
(see Figure 5.13).- An.oscilloscope can:be used to measure the width between the
1% or 2% amplitude points of the pulse. .For many amplifiers, the pulse width
is approximately six times the time constant 7, but this usually underestimates the
pileup losses. ‘After:a pulse is analyzed;:the amplifier output must fall below the ADC
lower-level discriminator before another eévent is accepted. Because the discriminator
level is usually fow, a pulse preceded by another with less than a full pulse ‘width
separation will not be analyzed. To compensate, T might be:estimated at-about 1.5
times the pulse width for systems without formal pileup rejection.

With electronic pileup rejection; different configurations have somewhat dlfferent
values of T. One common procedure uses ‘a fast timing circuit to examine the intervals
between preamplifier pulses and to generate an inhibit signal if an interval is less than
a fixed value. The interval and inhibit signal length are approximately the width of an
amplifier pulse. ‘The inhibit signal is applied to the:anticoincidence gate of the ADC
to prevent analysis of pileup events. The value of T depends on the anticoincidence
requirements of the ADC; usually a pulse is rejected if another pulse precedes!it within
the preset interval or if another pulse follows it before the ADC:linear gate closes: when
digitization begins: Obviously, a good ‘qualitative. understanding of the operation of
the ADC and pileup rejection circuitry is required'to estimate T:accurately.' Additional
losses caused by: ADC deadtime can often be ignored. For example, if the pulse'width
is 35 us (corresponding to use of ~6-us time constants) and digitization takes 15 s
or less beginning when the pulse drops to 90% of its maximum value, then the ADC
completes digitization and storage before the plleup 1nh1b1t 51gnal is released and the
ADC contributes no extra loss.

The fraction of .good information stored is usually somewhat less than estimated.
One reason is that rejection circuitry allows some pileup events to be analyzed, thus
causing a loss of good events. Most pileup rejection: circuitry-has a pulse-pair resolu-
tion of 0.5 to 1.0 us. Pulses separated by less than the resolution time will pile up but
are still analyzed, causing sum peaks in the spectrum. When amplifier time constants
of >3 us are used, the pulse tops. are nearly flat for a microsecond, and events: within
the resolving time of the pileup circuitry sum together almost perfectly, forming sum
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peaks that have almost the same shape and ‘width as real peaks. Such peaks are
sometimes mistaken for single gamma-ray peaks and have a habit of appearing at
embarrassing places in the spectrum.

Another cause of information loss is the generatlon of long-risetime preamplifier
pulses. Usually preamplifier risetimes are a few tenths of a microsecond. However, if
the gamma-ray interaction is:in a part of the detector where the electric field is weak or
where there is an excess of trapping centers, it may take several microseconds to collect
the liberated charge. The main amplifier produces a very long, low-amplitude pulse,
often two or three times as long as normal. Good events that sum with these long,
low-amplitude pulses are lost as useful information. The frequency with which:such
events are generated depends.on detector properties and how-the detector is illuminated
with gamma rays. Gamma rays falling-on the detector edges where fields are often
distorted and weak have a much greater chance of not being properly collected. In
some applications; aidetector performs better at high rates if the gamma Tays can
be collimated to fall only on its center region. For a relatively poor detector, under
fully illuminated conditions, as many as 10% of the detected events can have long
risetimes, .and  this results in a substantial loss of ;potential information. -To achieve
high throughput at high rates requires an excellent:detector, with minimum generation
of the poorly collected, slow-rising pulses. -

With, appropriate sources and equipment, the throughput curve can be determined
experimentally. Figure 5.15 shows the throughput curve for a state-of-the-art high-rate
system -employing time-variant filtering techniques (Chapter 4) to achieve very high
_ throughput with almost constant resolution. A small planar germanium detector is used
with a 24! Am source. The measured maximum throughput is ~85 000 s~ at an input
rate of ~300 000 s~!. However, the paralyzable deadtime model predicts a maximum
throughput of 110 000 -1 with an input rate of 300,000 s~!; the simple model is
not adequate. The system resolution at 60 keV is almost constant at. ~0.63 keV up
to an input rate of 100-000 counts/s and:then increases smoothly to ~0.72 keV at
an input rate of- 1 .000./000 counts/s. : Figure 5.16 shows. the throughput curve for
241 Am using standard high-quality electronics optimized for high resolution at low
count rates, with 6-ps shaping constants and:-a 100-MHz Wilkinson ADC to generate
an 8192-channel spectrum. - ‘Additional loss comes from resetting the pulsed-optical
preamplifier.. The maximum throughput of :this system is:only ~2800. s~!, but the
resolution at 60 keV is ~0.34 keV at the lowest rates and is still only ~0.44 keV at
21.500 s~1. The curves of throughput and resolution demonstrate that with the current
state-of-the-art one cannot simultaneously obtain high throughput at a high rate and
the best resolution.. The FWHM increases by a factor of; nearly: 2 from the system
optimized for resolution to that of the system optimized: for high throughput. The
two: experimental ‘curves, though describing very:different systems, are similar to one
another and to the theoretical curve shown in Figure 5:14:for the purely paralyzable
system.
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5.4.4 Correction Methods: General

The determination of the full-energy interaction rates (FEIR) of the gamma rays of
interest is fundamental to many NDA procedures. The assayist must determine

A(Y)

FEIR = ——- = ——CF(RL) (5-63)

where  A(7y) = full-energy-peak area
’ TT = true time of acquisition
CF(RL) = rate-related loss correction factor.

Three classes of correction procedures are discussed in this section. For detecting
pileup events, the first procedure uses fast-timing electronics to measure the intervals
between pulses. Corrections are made by extending the count time or by adding counts
to the spectrum during acquisition. The second procedure adds an artificial peak to
the spectrum by connecting a pulser to the preamplifier. The third procedure uses a
gamma-ray source to generate the correction peak. ‘The second and third procedures
both use the variation in the correction-peak area to calculate a correction factor.

All three methods require the assumption that all peaks suffer the same fractional
loss from the combined effects of pileup and deadtlme, in general the assumptlon is
good.

5.4.5 Pileup Correction Methods: Electronic

Methods that extend count time employ fast counting circuits that operate directly
from the preamplifier output; the time constants involved allow a pulse-pair resolution
of 0.5 to 1.0 us. The time resolution is achieved at the sacrifice of energy resolution
so that some small pulses analyzed by the ADC are lost to the timing circuitry. The
circuitry can neither detect nor correct for pileup events where the interval is less than
the circuit resolving time or where one of the events is below the detection threshold.
When two or more pulses are closer together than the chosen pileup rejection interval,
the distorted event is not stored and the count time is extended to compensate for the
loss.

One method of extending the count time is to generate a deadtime 1nterval that
begins when a pileup event is detected and ends when the next good event has been
processed: and stored; this procedure is approximately correct. The procedure cannot
compensate for undetected events; however, with a typical rejection-gate period of
20 ps and a pulse-pair resolving time of ~1 us, the correction error may be only
:a few percent. For rates up to several tens of thousands of counts per second, the
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total error may. be only 1% or less; the necessary circuitry is frequently. built into
spectroscopy amplifiers. The method requires live-time operation, so the assay period
is not known a priori. The method also requires that the count rate and spectral shape
are constant during the counting period; this limitation is of no consequence. for the
assay. of long-lived 1sotopes but it is important in actlvatlon analysis of very short
lived isotopes.

In recent years, the actlvatlon analysis requ1rement to handle high count rates and
rapidly changing spectral shapes has led to further advancement in deadtime-pileup
corrections. Such systems are complex and are just now becoming commercially
available. They can handle input rates of hundreds of thousands of counts per second
and accurately correct for losses in excess of 90%. The ability to correct for deadtime-
pileup losses at high rates can potentially improve the speed of some NDA procedures.

5.4.6 Pulser-Based Corrections For Deadtime and Pileup

The pulser method uses a pulser to insert an artificial peak into-the stored spectrum;
it has numerous variations depending on the type of pulser used. Most germanium
and silicon'detector preamplifiers have a TEST.input through which appropriately
shaped pulses can be injected. These pulses suffer essentially the same deadtime and
pileup losses as gamma-ray pulses and form a peak similar to a.gamma-ray peak. The
pulser peak has better resolution and shape than gamma-ray peaks because it is not
broadened by the statistical processes involved in the gamma-ray detection process.
The pulser peak area is determined in the same way as.a gamma-ray peak area. The
number of pulses injected into the preamplifier is easily determined by direct counting
or by knowing the pulser rate and the acquisition time.

An advantage of the pulser method is that the artificial peak can usually be placed to
avoid interference from gamma-ray peaks. In addition, because all the pulser events
are full energy, minimum extra deadtime and pileup are generated. On the other
hand, it is difficult to find pulsers with adequate amplitude stability, pulse-shaping
capability, and rate flexibility.

Another common problem is the dlfﬁculty of injecting pulses through the preampll-
fier without some undershoot on the output pulse. A long undershoot is objectionable
because gamma-ray pulses can pile up on the undershoot like they do on the posi-
tive part of the pulse. The amplifier pole zero cannot compensate simultaneously for
the different decay constants of the pulser and gamma-ray pulses, and compensation
networks are rarely used at the TEST input because of probable deterioration in reso-
lution. The undershoot problem can be minimized by using a long decay time.on the
pulser pulse (often as long as a millisecond), by using shorter amplifier, time constants,
and by using high baseline-restorer settings. Some sacrifice of overall resolution is
usually required to adequately minimize the undershoot problem.
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. The simplest approach is to use an ordinary fixed-period pulser, in which the interval
between pulses is constant and equal to the reciprocal of the pulse rate. The best
amplitude  stability comes from the mercury-switch pulser in which a capacitor is
charged and discharged through a resistor network by a mercury-wetted mechanical
switch.- The mechanical switch limits the useful rate of such pulsers to <100 Hz.

Assuming that the pulser peak and gamma-ray peaks lose the same fraction of
events from deadtime and.pileup, the appropriate correction factor is

CF(RL) = N/A(P) o (5-64)

where - . N = number (rate) of pulses injected
A(P) = area (area rate) of pulser peak.

CF(RL) has a minimum value of 1.00 and is the reciprocal of the fraction of events
stored in the peaks.

Equation 5-64 is not quite correct because pulser pulses are never lost as a result
of their own deadtime, nor do they pileup on one another. Thus the overall losses
from gamma-ray peaks are greater than those from the pulser peak although the
difference is usually: small. At moderate rates, the deadtime: and pileup losses are
nearly -independent and CF(RL) can be corrected with two mulnphcatxve factors to
obtaln a more accurate result:

CF(RL)- Y (P)(l + RTp)(1 + RT) ' (5-65)

where R = pulser rate -
Tp = deadtime for pulser pulse
T = pileup interval.

The deadtime Tp can be adequately estimated from the speed of the ADC and, for
Wilkinson ADCs, from the position of the pulser peak. ' The interval T is usually
one and one-half to two times the pulse width. If R is <100 Hz, both factors are
usually small. - Assuming a typical value of 20 ‘us for both Tp and T, the value
of each additional factor is 1.002 so that the increase in CF(RL) is only ~0.4%.
Larger corrections result if greater values of R, Tp, or T are used. If R is increased
to 1000 Hz to obtain high precision more qu1ckly, the additional factors make a
difference of several percent.

Concern -about assay precision brings up a rather curious but useful property of
periodic pulsers. The precision of the pulser peak is given by a different relation than
that of gamma-ray peaks. The precision of a pulser peak is, in fact, always better
than the precision of a gamma-ray peak of the same area because gamma-ray emission
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is random and the generation of pulser pulses is not. The precision of gamma-ray
peak areas is governed by Poisson statistics whereas the: precision of pulser peaks is
govermned mostly by binomial statistics.

Assuming that the background under the pulser peak is negligible and that the peak
area is P, the variance and relative variance of P are given by '

S2(P)="P (1 ~P/N)

Si® =5 (1-P/N) (5-66)

where N is thetotal number of pulses injected into the spectrum. Assuming again
that the Compton continuum is negligible, the variance and relatlve variance of a

gamma-ray peak of area A are given by
S?A)=A
‘o (5-67)
SXA)Y=1/A.

Figure 5.17 gives S,.(P) versus P for several choices of P/N and demonstrates that by
the time P/N =~ 0.5 the improvement in precision is quite negligible.

When the pulser peak rests on a significant continuum, the expressions for S(P)
are more complex because of the random nature of the continuum. The pulser peak
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should be placed in a low-continuum (usually high-energy) portion of the spectrum so
that the improved precision can be taken advantage of and the simple Equation 5-66
can be used.

The use of a high-energy pulser peak can complicate the minimization of the un-
dershoot. An alternative approach is to use a rectangular pulse that is longer than
the amplifier output; then the pole-zero problem disappears and there are no shallow
undershoots. Instead, a negative pulse is generated as the pulser output drops. Other
events pile up on the negative pulse, but the pulse is cleanly defined and tends to
throw pileup events out of their peak. The additional factor for the pileup losses can
be written as (1 + 2RT).

If an adequate random pulser were available, CF(RL) would be given simply by
Equation 5-64. Unfortunately, although random pulsers have been used successfully
in research laboratories, no adequate unit is commercially available. It is difficult to
simultaneously achieve the desired amplitude stability, random-interval distribution,
and constant average rate required for routine gamma-ray assay applications..

Pulser-based deadtime-pileup corrections are accurate only when both rate and spec-
tral shape are constant throughout the counting period. When the count rate changes
during a measurement, proper corrections cannot be made if the pulser operates at a
fixed rate. In principle, a correction can be 'made using a pulser that operates at a rate
that is a fixed function of the gross detector rate. Pulsers based on this concept have
been built and used successfully (Ref. 14). They are used in activation analysis, half-
life studies, accelerator experiments, and anywhere that variable rates with constant
spectral shape might be encountered. The use of variable rate pulsers indicates the
variety and ingenuity with which the fundamental idea of inserting a synthetic peak
into a spectrum has been applied to the problem of deadtime-pileup corrections.

5.4.7 Reference-Source Method for Deadtime-Pileup Corrections

The most accurate method for:measuring the deadtime-pileup correction uses a
reference source fixed in position relative to the detector. The source provides a
constant gamma-ray interaction rate in the detector. The reference peak performs the
same function as the pulser peak.

Like the other methods, the reference-source method requires the assumption that all
peaks suffer the same fractional loss from deadtime and pileup. Given this assumption,
the ratio of any peak area to the reference peak area is independent of such losses. Let
A(y) and FEIR(9) represent, as usual, the full-energy-peak area and the full-energy
interaction rate of any gamma ray other than the reference gamma ray R. If F is the
common fraction stored and TT!is. the true acquisition time, then the areas are

A(y) =F x FEIR(y) x TT

AR) =F x FEIRR) x TT . (5-68)
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The ratio of the two expressions gives
A(")/AR) = FEIR(7)/FEIR(R) (5-69)

which is independent of both F and TT. Gamma-ray assays often are based directly
on the loss-independent ratios A(7)/A(R) without ever explicitly determining CF(RL)
or FEIR(%).

For the reference-source gamma ray, the correction factor becomes

CF(RL) = FEIR(R). x TT/A(R) . (5-70)
Combining this expression with Equation 5-63 gives

A(v)

FEIR( IR(R 5-71
= A(R)FE (R) (5-71)
which is independent of count time. Equation 5-55 for the corrected count rate CR

can now be rewritten

CR(v) = FEIR() x CF(AT)
5-72)
_ A (
———FEIR(R) x CF(AT) .
= AR (R) x CF(AT)
The magnitude of CR() does not depend on the true acquisition time although its
precision obviously does.

If assay systems are calibrated with the help of standards, it is unnecessary to know
FEIR(R) to obtain accurate assay values. In many assay procedures, the quantity
sought, M (isotope or element mass), is proportional to CR(%). In Equation 5-73
through 5-75, K is the calibration constant, the subscript s denotes quantities pertaining
to standards, and the subscript # denotes quantities pertaining to unknowns.

CR(Mu _ [AM/AR)IFEIRR) x CF(AT),

= = 5-73
M, X K (5-73)
The calibration constant can be determined from a single standard:
R(R) x CF(AT
K = CR(7)s _ [A(7)s/A(R)s]FEIR(R) X CF(AT), (5-74)

M, M,
Combining Equations 5-73 and 5-74 gives

- [AMu/AR)LJCFAD, | (5-75)
[A(7)s/A(R), JCF(AT),

which is independent of FEIR(R).
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Although an accurate value of FEIR(R) is not needed, it is useful in obtaining
approximate values of FEIR(¥), FEIR(R), and CF(RL) so that actual rates of data
acquisition are known along with the fraction of information being lost to deadtime
and pileup. Having a calibration constant expressed as corrected counts per second
per unit mass can be helpful when estimating required assay times.

A reasonably: accurate ‘value of FEIR(R).can be obtained by making a live-time
count of the reference source alone and estimating a correction for the pileup losses.
A more accurate value can be obtained by using a pulser to correct for deadtimé—pileup
losses. ,

The reference-source method can be applied to any sp