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A PHENOMENOLOGICAL MODEL OF THERMAL-HYDRAULICS OF
CONVECTIVE BOILING DURING THE QUENCHING OF HOT ROD BUNDLES;
PART II: ASSESSMENT OF THE MODEL WITH STEADY-STATE
AND TRANSIENT POST-CHF DATA

by

Cetin Unal and Ralph Nelson

Los Alamos National Laboratory
Nuclear Technology and Engineering Division
Engineering and Safety Analysis Group
Los Alamos, NM 87545

ABSTRACT

After completion of the thermal-hydraulic model developed in a
companion paper, we performed developmental assessment calcula-
tions of the model using stecady-state and transient post-critical heat
flux (CHF) data. This paper discusses the resulls of those calculations,

The overall interfacial drag model predicted reasonable drag
coefficients for both the nucleate boiling and the inverted annular flow
(IAF) regimes. The predicted pressure drops agreed reasonably well
with the measured data of two transient experiments, CCTF Run 14
and a Lehigh reflood test. The thermal-hydraulic model for post-CHI®
convective heat transfer predicted the rewetting velocities reasonably
well for both experiments. The predicted average slope of the wall
temperature traces tor these tests showed reasonable agreement with
the measured daia, indicating that the transient-calculated precursory
cooling rates agreed with measured data,

The hot-patch maodel, in conjunction with the other thermal-
hyvdraulic models, was capable of moddting tie Winfrith post-CHE hot-
patch experiments. The hoc-patch model kept the wall temperatures at
the specified levels in the bot-pateh regions and did not allow any
quench-tront propagation from either the bottom or the top of the test
section, The interfacial heat-transfer model tended to slightly under-
predict the vapor temperatures. The maximum difference between
calculated and measured vapor temperatures was 20%., with a 107
difference for the remainder of the runs considered. The wall-to tlhuid



heat transfer was predicted reasonably well, and the predicted wall
temperatures were in reasonable agreement with measured data with a
maximum relative error of less than 13%.

1. INTRODUCTION

As pointed out in a companion paper (1), a significant number of experimen-
tal and analytical studies reporting on post-critical heat flux (CHF) boiling and
quenching have been published in the last two decades. However, a large amount
of scatter still exists between the predictions from published correlations and mea-
sured data (2). This disagreement between the models and data was attributed to the
fact that the hydraulic and heat-transfer models typically are developed indeperident
of one another and, when combined, produce a large part of the scatter. Thus, even
when “the best heat transfer and hydraulic models” are combined and compared
with cither the original data sets or new ones, significant scatter is not surprising,.
To develop more accurate models, information on heat transfer must be integrated
with the best available hydrodynamic data in the modcel development process.
Ultimately, any experiment that measures ail the required quantities is necded;
however, the state-of-the-art in measurements is not capable yet of doing such an
experiment.

The problem of “integrated model development” is compounded in two-
phase two-fluid thermal-hydraulic computer codes, such as TRAC, that solve the
mass, momentum, and energy equations for each phase. To accomplish this solu-
tion, they require closure relationships to determine mass, momentum, and heat-
transfer interchange between the phases and between both heated or unheated
structures and the phases. Because phasic closure relationships are generaily nol
available, code developers are forced to infer these phasic relationships based on
limited information available from the data they are analyzing. This frequently is
done by modifyving existing maodels and combining these modified imodels to repre-
sent the different phenomena for the required phasic contributions. This process
has received much debate.,

uring the development of the refllood model, our approach to defimng these
phasic closizee relationships was to use correlations known to apply to a given

regime for a particular closure quantity wherever possible. However, the orgnnal



correlation frequently could not be applied directly but had to be modified. For
those cases, we tried to use the "kernel or functional dependence” of the original
correlation and modify only its magnitude by use of a multiplier. This assumes the
original model developer was able to capture and represent the functional depen-
dence of the controlling physical quantities. When no correlations were availabic
for given regimes, we tried to define known bounding regimes and use a weighting
function between the known regimes to represent the unknown quantities. This
assumes the process is continuous and bounded between the two knowa regimes.
In two instances for wall heat transfer, we had to develop separate models to repre-
sent the phenomena—the models for transition boiling and the near-wall-liquid
post-CHF film boiling effect. The overall model, which is discussed in the compan-
ion paper (1), was implemented into the TRAC-PF1/MOD2 computer code.

This paper will discuss the adjustment process of the modifying constants and
weighting factors, which we will call "empirical constants.” We then will apply the
resulting model to a limited number of experimental results to provide some lim-
ited assessment of the model.

The adjustment of the empirical constants involved several iterations.
Briefly, the empirical constants for the interfacial drag model were found using a
reasonable set of coefficients for the wall heat transfer and CCTF Run 14 (3). Then,
finc adjustment and correlation of the near-wall-liquid post-CHF film boiling effect
were done for the wall and interfacial heat transfer using a set of six Winfrith
steady-stete post-CHFE hot-patch runs (4). After implementation of the adjusted and
correlated heat-transfer coefficients, the interfacial dray model again was checked
and readjusted as needed with the CCTE Run 14 pressure drop data. The last step
involved evaluating the B-coefficient used in the transition boiling model (sce
Ref. 1), The B-coefficient was determined in such a way that the predicted and
measured quench frort propagation rates were reasonable in CCTE Run 14 and
Lehigh rod bundle (5) tests.

The adjustment of the empirical constints used in the interfacial drag models
could best be done using steady-state experimental data obtined for cach individual
regime. However, such data are not vet available in the literature for the inverted
annular flow UAF) regimes. The data we used in the development ot the drag,
model is the transient quasi-steady pressure drop data obtained for CCTE Run 11
During a reflood test, any particular elevation in the test section experiences dis-
persed, apitate, rouph-wavy TAE, smooth 1AF, transition boiling, and finally nucleate

botling: Although the presence of these regimes is not measured directly, the



amount of liquid that occurs between any two elevations is indicated by the pressure
drop between them. Thus, between any two particular elevations (the distance
between the pressure taps) where a krown flow regime exists over a given time
window, the pressure drop data can be used to determine the necessary empirical
constants.

We adjusted the empirical constants described in interfacial drag models (scc
Ref. 1) by reasonably matching the pressure drop data in this time-window-by-
window method. The problem that makes this adjustment somewhat complicated
is that the pressure taps are spaced far enough apart (about 0.6 m) that multiple
regimes occur between them. The only regimes that occur uniquely between the
ports are nucleate boiling, dispersed flow, and perhaps the post-agitated vegime.
Thus, one can not determine the necessary empirical constants uniquely for smooth
IAF, rough-wavy IAF, and agitated IAF. We can see only the spatial integrated
effect, which typically includes these regimes plus one of the other regimes.

This drag adjustment process is cumbersome because of the hydraulic feed-
back that occurs between the drag flow regimes. Fortunately, although the heat
transfer and drag are coupled, they are not tightly coupled, which allows for separate
adjustment steps. This drag feedback effect can be minimized by working the prob-
lem from bottom up, i.e, nucleate boiling through film boiling. Although the tech-
nique yields reasonable results, as noted above, it is not possible to match pressured
drop data in all of the flow regimes simultaneously. Section II.A will discuss the
results obtained for the pressure drop predictions of CCTF Run 14 and l.ehigh rod
bundle tests.

To adjust the empirical constants associated with the wall and interfacial
heat-transfer models, a limited set of Winfrith steady-state post-CHE hot-pateh tests
(Runs 149, 177,122, 104, 98, and 157) was used. Five of the six selected tests were
performed at 2 bar, a nearly constant heat flux range of 4.0 to 4.6 W/em?, and inlet
temperatures of 115 to 116°C, but different inlet masz fluxes ranging from 48 to
1007 kg /m?s, were used. The last test included higher pressure and heat flux condi-
tions.  Assessment of the final model, with nine other Winfrith post-CHIF tests
having different operating conditions, is presented in See. 11.C This assessment
compares only the caleulated and measured wall and vapor temperatures becaase
no pressure drop data were available for these tests. However, for Run 176, the
spetial integral etfect of the calculated drag coefficients and void fractions are com-

pared indirectly using the inferred actual quality at the end of the test section



In the absence of steady-state data without the influence of hot-patches, it is
difficult to determine the B-coefficient required by the transition boiling model (sec
Ref. 1) and that controls the rate of the quench-frent propagation. The B-cocfficient
was adjusted by matching the experimental quench-front velocity of CCTF Run 14
and the Lehigh rod bundle test. The Capillary and vapor Reynolds numbers at the
CHF point, which control the selection of the B-coefficient, vary significantly during
these transient calculations. The initial results in predicting the quench-front
propagation in CCTF Run 14 and Lehigh tests indicated that two different
proportionality constants were needed to match the experimental data. The CCTF
Run 14 test included flow conditions with relatively high vapor Reynolds number
(time-average value), indicating the vapor flow was mostly turbu'ent. The time-
averaged Reynolds number in the Lehigh test was less than 2000, indicating the
vapor flow was laminar durirg the transient. Thus, the B-coefficient was assumed
to be 16 for a vapor Reynolds number less than 2000 and 10 for a vapor Reynolds
number higher than 2000. We discuss the results for the quench-front propagation
rates obtained from this niodel with the CCTF Run 14 and Lehigh tests in Sec. 11.C.
Because the characteristics of the tests were used in coefficient definition, this com-
parison cannot be called an "independent assessment.”

I1. DISCUSSION OF RESULTS AND COMPARISON

The description of the each test selected for this assessment work, the experi-
mental test procedure, and the TRAC input models are not discussed in this paper.
They arc available in Ref. 6. The results and lessons learned from the assessment of

the final model with transient and steady-state data are discussed below.

A. The Predicted Pressure Drop Histories

The predicted and measured pressure drops between axial locations of 0.0 to
0.61 m (distances refer to the core inlet and are written as 0.0-0.61 m in the remain-
der of the paper) and 0.61-1.22 m for CCTFEF Run 14 are shown in Fig. 1. The solid
lines show the predicted pressure drop history, whereas the measured data are
shown with dotted lines. Subcooled liguid begins flowing into the core bottom at
08 s into the transient. As soon as this liquid flow begins, the predicted pressure
drops increased and, correspondingly, the void fractions in the core decreased

sharply, as shown in Figs. 1 and 2. Figure 2 shows the predicted void fractions in



Cells 2-7, which determine the pressure drops over the two regions. This fast
transient continues a few seconds, after which the void fractions level off.

The pressure drop between axial elevations of 0.0-0.61 m (in cells 2-4) wvas
under-predicted by about 500 Pa until 105 s, a> shown in Fig. 1. At about 105 s, the
quench front leaves Cell 4. After 105 s, Cells 24 have all been quenched and are
experiencing nucleate boiling. The second ceil was filled by water, whereas the third
and fourth cells are in two-phase nucleate boiling (see Fig. 2). The predicted pres-
sure drop between 0-0.61 m was in reasonable agreement with the measured data.
The time window from about 105 to 400 s indicaies that the interfacial drag cocffi-
cient (IFDC) model for the subcooled and low-void nucleate boiling region predicts
reasonable IFDCs Therefore, the under-prediction of the pressure drop between
68 and 105 s indicates that the interfacial drag coefficients in inverted annular flow
regimes in the low-void fraction region (see Fig. 4 in Ref. 1) are slightly over-
predicted, causing the over-prediction of the void fraction in Cell 4. As shown in
Fig. 2, the second cell was filled by the water right after the injection was activated.
The void fraction in the third and fourth cells varies between 10% to 40% in the
time window of 68-105 s, when these cells were experiencing IAFs (smooth, rough-
wavy, and agitated TAFs).

The pressure drop upstream of the mid-plane of the core (0.61-1.22 m) is in
reasonable agreement with measured values. The quench front leaves Cell 7 at
about 215 s, and Cells 5-7 (located between the axial elevations of 0.61 and 1.22 m)
are all in nucleate boiling. After 215 s, the average void fraction in Cells 5-7 is about
0.4 but increasing with elevation. The pressure drop is slightly over-predicted. This
implies that the void nucleate boiling interfacial drag model slightly under-predicts
the IFDCs for these slightly higher voids. The interfacial drag model performs an
interpolation to duiermine the IFDC in the void fraction range of 0.5-0.98, so this
interpolation has begun for onlv cell 7. As the quench front enters cell 5, the pre-
dicled void fractions in Cells 5-7 range from 0.4 to 0.8, and the flow regime in these
cells is mostly post-agitated 1AF. The prediction is oscillatory before 105 s, where the
quench front enters cell 5, but the IFDCs are again slightly over-predicted after this
time for the IAF flow regimes.

Near the mid-plane of the core (1.22-1.83 m), agreement between the caleu-
lated and measuvred data is reasonable (see Fig. 3), although some osdillations are
cevident. After 365 s, Cells 8210 are all experiencing nucleate boiling, Thus, the
prediction of the IFDCs in the higher void nucleate boiling, region has improved

because the predicted pressure drop between 1.22-1.83 meis in good agreement with



the measured data (see Fig. 3). However, in th.e time window preceding the quench
of these levels, the IFDCs are again slightly over-predicted in the post-agitated
regime, rasulting in an under-prediction of the pressure drop by 150 to 500 Pa (an
estimated average of about 250 Pa).

Downstream of the mid plane (1.83-2.44), the under-prediction becomes more
noticeable (see Fig. 3) before the quench front nears that level at about 350 s. In
terms of absolute pressure drop, this is still within 250 Pa. Although not shown,
this same characteristic also is seen at the higher levels in the core. These differ-
ences will be discussed in greater detail later.

For now, it can be concluded that predictions of low and high void nucleate
boiling IFDCs were reasonable, whereas intermediate void nucleate boiling 1FDCs
were slightly over-predicted. However, the over-prediction was not significantly
high (about 400 Pa) and decreased with increasing void fraction. The IFDCs fer IAFs
were slightly under-predicted at lower void fractions and over-predicted at higher
void fractions. They were in reasonable agreement with the measured data in the
intermediate void fraction region. In the CCTF run, the IAF for low voids mostly
consists of agitated and post-agitated 1AFs. The IFDC in agitated IAF is expected to
increase when compared with smooth and rough-wavy 1AFs. This increase is not
considered in the current model, and the IFDC is calculated using the rough-wavy
IAF IFDC model. Thus, the predicted IFDCs in agitated and correspondingly post-
agitated 1AFs are relatively low. When the IAF flows occur with high void, the
IFDCs are calculated using the highly dispersed IFDC model. The reason for the
over-prediction of IFDCs in highly dispersed flow is discussed below.

To better understand the disagreement at the upper elevations of the core, it
V. necessary to note that the highly dispersed 1AF interfacial drag model consisted of
two components. The IFDC model for liquid droplets and the IFDC model for the
liquid film on the unheated surfaces. We have adjusted necessary coefficients to
partition the total pressure drop in such a way that the liquid droplet contribution
agrees with data available in the Lehigh rod bundle test that had no unheated sur-
faces and then tried to adjust the cold-wall film effect using the CCTIF Run 14 data.

The predicted pressure drop trace between 0.406-0.609 m for the Lehigh run
is shown in Fig. 4. The measured pressure drop data in the time window of 25-100 s
also 1s marked in the figure. Only the average value with an uncertainty range is
shown in Fig. 4. The predicted and measured values agree reasonably with each
other. This indicates that the highly dispersed IFDC model predicts the droplet

contribution correctly. Thus, the differences between the caleulated and measured



pressure drops dcwnstream of the mid-plane of the core in CCTF run are attributed
to the modeling of the unheated wall liquid {ilm contribution.

Comparison of the IFDCs determined by the unheated wet-wall model and its
relationship to those for the droplets showed proper trends, i.e., the drag coefficient
for the film was much reduced over that of the droplets. However, this reduction
was not enough based on current estimates of the partitioning of how much of this
higher void liquid was on the wall and how much was in the form of droplets.
With the current TRAC two-field formulation, it is difficult to represent the cold-
wall effect accurately. In fact, one conceptually ends up levitating liquid with the
vapor flow instead of suspending liquid on a surface as actually is required. In prac-
tice, with a transient such as CCTF Run 14, one most likely would end up oscillating
the two-phase flow around the mean value desired. Although this approach may
work for some ranges of void fractions, the correct prediction of the unheated wall
contribution requires another field for the liquid film.

B. Post-CHF Heat Transfer with Winfrith Steady-State Post-CHF Data

This section discusses the adjustment and assessment of the post-CHF film
boiling model using Winfrith steady-state hot-patch experiments. Section 11.A.1
discusses the adjustment of the film boiling model using six tests. Section 11.B.2
discusses the results obtained from the hot-patch model. Finally, in Sec. 11.B.3, the
adjusted model was assessed agairist nine other Winfrith steady-state post-CHF tests.

1. Adjustment of the Post-CHF ""eat Transfer with Winfrith Steady-State
Post-CHF Data. The weighting factors .nd constants for the wall-to-fluid and inter-
facial heat transfer were adjusted by predicting the measured wall and vapor tem-
peratures for six selected Winfrith post-CHF tests. The operating parameters for

these selected runs listed below.

G P q Tin

Run No.  kg/m?2s Bar W/cm?2 °C
149 46 2.02 4.14 115.7
177 103 2.01 4.51 115.6
122 201 2.02 4.68 1162
104 505 2.02 4.67 1153
0% 1007 2.02 4.RY 1158
157 102 10.0 9.00 177 .4



The mass flux was varied; the heat flux, pressure, and inlet subcooling were
kept constant for Runs 149, 177, 122, 104, and 98. For each of these five tests, a fixed
empirical coefficient used in the near-wall liquia model was determined by match-
ing experimental wall and vapor temperature profiles with the calculated values as
close as possible. Next, these coefficients were correlated in terms of the vapor
Reynolds number defined at the beginning of the agitated IAF for each of the runs.

Run 157 was used to determine the effect of pressure on the correlated near-
wall wall-to-liquid heat transfer, To predict the measured wall and vapor temper-
atures in this high-pressure run, the vapor Reynolds numb>r dependent constant
required a decrease. Therefore, we introduced an exponent to the vapor Reynolds
number.

The predicted and measured wall and vapor temperature profiles for these six
tests are summarized in Figs. 5 and 6 and show reasonable agreement. In these cal-
culations, the wall-to-vapor heat-transfer coefficient (HTC) calculated by the Webb-
Chen correlation was increased 20% to predict the experimental wall and vapor
temperatures at the end of the test section.

2. Assessment of the Hot-Patch Model with Winfrith Steady-State Post-CHF
Data. One major difficulty in conducting steady-state post-CHF experiments is pre-
venting propagation of the quench front into the test section. Using the hot-patch
technique (6) allows researchers to create stabilized post-CHF conditions throughout
the test section. A hot-patch model was developed as a feature of the slab heat
structure component in TRAC computer program (6). The axial elevations of the
hot-patch inlet and outlet and hot-patch temperatures are input parameters to this
model. The hot-patch model uses a very high convective-heat-transfer coefficient
on the outer surface of the slab to simulate an imaginary heat source at the specified
hot-patch temperature. Thus, the necessary energy to prevent the quench-front
propagation could be provided by this heat source. The boundary conditions at the
inner surface of the slab in the test section are determined by the convective post-
CHF conditions. This assessment work modeled both the lower and upper hot
patches used in Winfrith steady-state post-CHF tests.

All calculations discussed in this paper were performed in a transient mode.
A snap-shot of the transient calculation when thermal-hydraulic conditions had
stabilized was analyzed and compared with the steady-state data. The calculated wall
surface temperature histories at cight different axial elevations are shown in Fig. 7

for Run 176 to illustrate that the solution had converged. The locations of the inlet



and outlet of the lower and upper hot patches are 0.16, 0.2, 1.12, and 1.256 m, respec-
tively. The wall surface temperatures do not change after 100 s, indicat'ng a cor-
verged solution and that steady-state post-CHF conditions at each elevation were
obtained. The quench front is located 2.6 mm upstream of the lower hot patch. The
wall temperature for the inside of the tube at the beginning of the lower hot patch is
746 K, less than the specified hot-patch temperature of 875 K. However, 1 cm down-
stream of the hot-patch inlet, the calculated hot-patch surface temperature is calcu-
lated to be 864 K, indicating that the quench front is held at the beginning of the
lower hot patch. The wall temperatures at the beginning and end of the upper hot
patch do not change with time and are at higher temperatures (875 K), indicating
there is no quench-front propagation from the top of the test section.

The measured power in the lower hot patch for Run 176 was reported as
506 W, and the calculated total energy supplied by the lower hot patch to the fluid
was 345 W. The 161-W difference between the calculated and measured values
indicates a relative error of 32%. These results clearly show that the hot-patch
model is capable of arresting the quench front at the beginning of the hot patch
while providing a reasonable calculation of the energy to the fluid.

Other runs showed similar characteristics for convergence to steady-state
conditions. Therefore, snap-shot results of calculations at a time of 250 s were uscd
for the steady-state data-model comparison unless otherwise mentioned. In addi-
tion, ‘he relative error between predicted and calculated parameters is defined as the
absolute value of the ratio of the difference between measured and calculated
parameters to the measured parameter.

3. Assessment of the Final Model with the Winfrith Steady-State Post-CHF
Data. Winfrith Run 176 was selected as a reference run, and assessment results arc
discussed in detail for this run. Comparisons to indicate the predicted parametric
trends are made relative to Run 176.

Tne predicted void fractions and interfacial drag coefficients for Run 176 as a
function of test section height are shown in Fig. 8. Figure 8 also indicates the caleu-
lated locations of the quench front, transition boiling, smooth TAF, rough-wavy 1A,
and agitated TAF. They are 0.16137 m, 0.16287 m, 0.17551 m, 0.2143 m, and 0.2343 m,
respectively. The void fraction in Cell 2 is about 1%. It gradually increasies to 9650 at
the end of test section. As calculated void fractions are less than 98%, the highly
dispersed TAF is not predicted to occur in this run. The region downstream of hot-
patch experiences the post-agitated TAF (dispersed flow with larger drop diameters)

regime. The drag coefficient in Cell 2 is caleulated as 381 kg /m4, with 93740 of Cell 2
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experiencing nucleate boiung and the remaining part in smooth 1AF. Cell 3 experi-
ences smooth and rough-wavy TAFs (64% in smooth IAF and 36% in rough-wavy
IAF). The drag coefficient in Cell 3 is determined as 218 kg/m4. Cell 4 experiences
rough-wavy IAF. The interfacial drag coefficient is calculated as 215 kg/m4. In the
agitated and post-agitated IAFs, the IFDC decreases, and the void fraction increases
gradually toward to the end of the test section.

Direct comparison of the calculated axial vo 1 fraction and IFDC profiles with
experimental data is not possible because of the lack of experimental pressure drop
or void fraction data. However, this comparison can be done indirectly on an inte-
gral basis by comparing the calculated and measured (inferred) actual qualities. The
measured actual quality at the end of the test section can be evaluated using the
following thermodynamic relationship:

X3c=X e
AT H (Ty, Pgap-Hl(Tsar. Psap)

where

Xac = actual quality,
Xequ = equilibrium quality,
Hfg = heat of evaporation,
Hy(Ty,Psat) = enthalpy of vapor at vapor temperature of Ty and saturation
pressure of Pgat, and
Hi(Tsat.’sat) = enthalpy of liquid at Tsat and Pgat.

The reported equilibrium quality at the location of 915 mm from the lower hot
patch was 10.56%. The vapor temperature was measured 25 mm downsircam ot
this location. Assuming that the vapor temperature at 915 mm is the same as that
measured (738 Kj at 940 mm, one can calculate an actual quality at this location
using the above thermodynamic relation to be 7.99%.

Cell 15 of the TRAC model contains the 915-mm location. The actual quality

in Cell 15 also can be calculated from the void-quality relation shown helow.

v= r
I-Xag Py My

Xace PV

where



void fraction = 0.952,
Vy = vapor velocity = 13.1644 m/s,

*]
n

V] = liquid velocity = 2.07646 m/s,
pv = vapor density = 0.64565 Kg/m3, ana
pl = hquid density = 943.12 Kg/m3.

An actual quality of 7.86% is obtained using the phasic velocities and properties
calculated by TRAC and noted above. The calculated actual quality of 7.86% agrees
with the inferred measured data of 7.99% and indirectly indicates that the predicted
void fractions, and correspondingly the drag coefficients, are reasonable from an
integrated standpoint.

The calculated and measured wall and vapor temperatures for Run 176 are
shown in Fig. 9 as a function of height. The locations of the flow regimes and hot
patches also are indicated in the figure. The quench front (indicated as the CHF
point) is located just 2.6 mm upstream of the lower hot patch. The first half of the
lower hot patch experiences smooth 1AF, whereas the other half is in rough-wavy
IAF The calculated phasic heat fluxes, wall-to-licuid (Denham and near-wall con-
tributions) and wall-to-vapor (Webb-Chen), are presented in Fig. 10. In smooth IAF,
the wall-to-liquid heat flux is relatively high and decreases sharply with increasing
height. The heat transfer is governed by the wall-to-liquid contribution, and no
wall-to-vapor contribution is assumed in this regime. The calculated wall temper-
atures suggest that the wall-to-liquid heat transfer is predicted reasonably well.

The trend of wall temperature in the second half of the hot patch (where
rough-wavy TAF starts) changes. The wall temperature decreases to 830 K at the end
of rough-wavy IAF, which is located 0.2143 m from the test section inlet. The calcu-
lated and measured wall temperatures imply that the wall-to-liquid heat transfer is
predicted well in rough-wavy IAF. The near wall liquid contribution gradually
increases with increasing height. The wall-to-liquid heat transfer contribution by
the Denham correlation gradually decreases but is still mainiv responsible for trans-
ferring the energy from the wall in rough-wavy 1AL

The predicted wall temperature in agitated TALF decreases further and is over-
predicted by about 10°C at the end of the agitated region. In this region, no void
fraction weighting, is applied to the near-wall wall-to-liquid HTC. Therelore, the
wall-to-liquid heat flux does not vary significantly, as shown in Fig, 10, It decreases
very slowly until the axial location, where the void fraction becomes about 45%..
After this location, it gradually decreases because of the applied void-dependent
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weighting. The wall-to-vapor heat flux increases with increasing height but still
increases relatively less in comparison to the wall-to-liquid heat flux.

The interfacial heat-transfer model uses a relatively high HTC for the heat
transfer from the interface to the vapor in smooth, rough-wavy, and agitated IAFs.
Therefore, the calculated vapor temperatures are close to the saturation temperature
of the fluid. In post-agitated IAF, the interface-to-vapor HTC drops to very ".awv
values. It has been observed experimentally that the evaporation process in dis-
persed flow is inefficient relative to that just downstream of the CHF point (8). The
axial vapor temperature profile measured was S-shaped, low or close to the satura-
tion temperature in the region near to the CHF point, and high in the dispersed
flow region (far-region of the CHF point) (9). Using a weighted interface-to-vapor
HTC allows the vapor temperature to be superheated gradually in post-agitated 1AF,
as shown in Fig. 9.

The wall temperature at the beginning of the post-agitated IAF increases with
increasing axial distance. The calculated wall temperatures between 0.23-0.45 m are
about 10°C higher than measured values. After 0.5 m, the agreement between calcu-
lated and measured wall temperatures becomes very good. The slope of the wall
temperature profile agrees with experimental data, indicating that the overall wall-
to-fluid heat transfer is predicted very well in this region. The near-wall wall-to-
liquid heat flux decreases with increasing height, as shown in Fig. 10. At 50 cm_ it is
about 40% of the wall-to-vapor heat flux, whereas it becomes approximately 6% of
the wall-to-vapor heat flux at the end of the test section. The predicted vapor tem-
perature increases gracually and becomes 649 K in the 16th cell, whereas the mea-
sured vapor temperature was 738 K, indicating an 89°C under-prediction (a 12%
relative error). It can be concluded that the overall predictions of the interfacial and
wall-to-fluid heat transfer for Run 176 agiee with the experimental data reasonably
well.

Figure 9 also shows the calculated and measured axial wall and vapor tem-
perature profiles for Run 179, Run 179 has a 45% lower heat flux than Run 176
while retaining the same mass flux and pressure. The locations of the TAFs are
similar to those observed in Run 176, This is because Ishii's flow regime criteria
consider the capillary number defined at the CHE point, which is similar in Runs
176 and 179. The predicted peat transfer in smooth and rough-wavy TAFs showed
good agreement with the measured data. However, it slightly over-predicted the
agitrted and post-agitated TAEs, Therefore, the wall temperatures are under-

predicted by about 60°C at 0.3 m. Towever, the predicted and measured wall
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temperature profiles in post-agitated 1AF agreed with each other very well. The pre-
dicted vapor temperature is approximately 100°C lower then the measured value.
This also causes the wall temperature to be shifted slightly to lower values. The
under-prediction of the wall temperature indicates a relative error of 8%. The trend
of the wall-to-fluid and interfacial heat transfer with the heat flux is predicted rea-
sonably well; a decrease in wall heat flux decreases wall and vapor temperatures.

In Fig. 11, we plot the predicted and measured wall and vapor tempera.ures
for Runs 136 and 194. These two tests were conducted with nearly constant pressure,
heat fluxes, and inlet temperatures but with different mass fluxes—a mass flux of
49 kg/m2s for Run 136 and 199 kg/m2s for Run 199. The wall temperatures for
Run 136 agreed with the experimental data within the smooth and rough-wavy
IAFs, whereas they were under-predicted by about 60°C (indicating a relative error
of 4%) in the agitated and post-agitated IAFs. However, the rate of increase in wall
temperatui.s in the post-agitated IAF agreed with the experimental data. The vapor
temperature increases at the same rate as the wall temperature, indicating a very
inefficient interfacial heat transfer. The vapor temperature at the end of the test
section is under-predictad by about 100°C (which corresponds to an 11% relative
error). The increase in inlet mass flux for Run 194 decreases measured wall and
vapor temperatures and also is observed in the predictions. The wall temperatures
at the higher mass fluxes are in very good agreement with the experimental data
until 0.6 m, where a slight under-prediction begins. At the end of the test section,
the wall temperatures were under-predicted by about 40°C. However, this under-
prediction is only a 5% relative error. Thus, the trend of predicted wall tempera-
tures with the mass flux is predicted correctly.

The effect of pressure is investigated in Fig. 12 by plotting the predicted and
mcasured wall and vapor temperatures for Runs 150 and 135. The pressure of
Run 150, 2 bar, is increased to 10 bar in Run 135, These runs were performed with
same mass fluxes (lowest mass flux of Winfrith post-CHF data base) and approxi-
malely the same heat fluxes and inlet subcoolings. The predicted wall and vapor
temperatures at the lower pressure (Run 150) are in reasonably good agreement with
the experimental data. The measured wall and vapor temperatures decrease with
increasing system pressure. This trend also is seen in predicted wall and vapor tem-
peratires except that predicted wall and vapor temperatures are about 100°C and
2007C less than measured values, respectively. The heat flua in Run 135 is 354
higher than that of Run 150. Therefore, there is an offsetting effect 1o that exhibited
by the pressure. Again, the measured and predicted wall temperature profiles do
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show good comparison when the 100°C offset at 0.3 m is noted. In Run 135, relative
errors of 13% and 20% are evident for predicted wall and vapor temperatures,
respectively.

Figure 13 shows the results obtained for two extreme cases; a high heat flux
and pressure (Run 76) and a very high mass flux (Run 95). The predicted wall
temperatures in smooth, rough-wavy, and agitated IAFs in Run 76 agree with the
experimental data. As the axial distance increases, the prediction of wall tempera-
ture deviates from measured data and indicates a 100°C under-prediction of the wall
and vapor temperatures at the end of test section. The relative errors are 9% and
12%, respectively. For Run 95, it is clear that the wall-to-fluid heat transfer is under-
predicted in all IAFs. The slopes of predicted and measured wal! temperatures in
post-agitated IAF are in reasonably good agreement. Almost no vapor superheat is
predicted for Run 95, as expected. It can be concluded that even for these extreme
cases, the prediction of the wall-to-fluid and interfacial heat transfers are reasonable.

Figure 14 summarizes the results obtained for different subcoolings. The
inlet subcooling in Run 193 is increased by 20°C more than that of Run 161. The
wall heat fluxes were reasonably constant, with a 13% difference. Runs 161 and 193
had the same mass fluxes and pressures. The results obtained for Run 161 indicate
that wall and vapor temperatures are under-predicted, especially just downstream of
the CHF point. The prediction becomes reasonable in this region when the subcool-
ing is increased in Run 193. In Run 193, the wall temperatures at tiie or i of the test
section agreed with experimental data; they were over-predicted at the beginning of
the post-agitated IAF. The measured wall and vapor temperaturces decrease with
increasing inlet subcooling. The predicted wall temperature profiles did not show
this trend; in fact, wall temperatures were over-predicted about 10°C in Run 193,
We can conclude at least that the model predicts the experimental trend in smooth,
rough-wavy, agitated 1AFs with increasing inlet subcooling but needs further work
in the post-agitated regime.

. The Predicted Quench Histories

The clad temperatures and the rate of the quench-front propagation, which
are the two most important parameters in nuclear reactor safetv analyses, are pre.
dicted as a result of the code-caleulated solution for the coupled differential equa
tions of the fluid mechanics and the heat conduction. The prediction of the elad

cooling rate throughout the core strongly depends on the prediction of the correct



void fraction distribution. As discussed previously, the pressure drops predicted by
the interfacial drag model were reasonable, indicating reasonable prediction of the

void fraction histories along the heater rods. Also, the wall temperatures and their
steady-state spatial variation in the film boiling region have been shown to be rea-

sonable. The predicted wall temperature histories and the quench-front velocities

for a Lehigh retlood run and CCTF Run 14 are discussed below.

The predicted and measured wall temperatures at the 0.15-, 0.3-, and 0.45-m
elevations above the test section inlet are plotted against the transient time for the
Lehigh reflood test in Fig. 15. Generally, the agreement between predicted and
measured values is reasonable. In the first 10 s of the transient, the predicted wall
temperatures agrec with measured values, indicating that the boundary and initial
conditions are specified correctly. The 15-cm elevation is located at the end of the
first cell. In the first 10-20 s in transient calculations, the drag coefficient in the first
- cell is over-predicted. This causes the vapor velocity, and correspondingly the
length of the transition boiling, to be calculated as relatively high. Thus, the quench
front propagates with relatively higher rates, resulting in an early prediction of the
quench time by about 25 s.

The overall rate of decrease in wall temperature (between 0-100 s) at 30 cm is
in recasonably good when compared with the experimental data. There are some
oscillations in the predicted wall temperatures. These are associated with void frac-
tion oscillations that exist in the calculation (3). The predicted quench time agrees
with the experimental data, but the rate of decrease in the predicted wall tempera-
ture at 45 cm is slightly over-predicted. This causes an under-prediction of the wall
ternperatures before this location is quenched. The predicted quench time at this
elevation agrees with the measured data. Figure 16 shows the predicted and mea-
sured wall and vapor temperature histories at an elevation 60 em downstream of
the inlet. The wall temperatures and its slope are predicted reasonably well. How-
cver, the predicted vapor temperatares are 200°C lower than mea:tred values.

The predicted and measured rewetting velocitios between 0,15, 0.30 and
0.45 m are listed in Table 1. Table 1 indicates that the quench velocity at the Tower
clevations show some disagreements. However, it becomes stable and agrees with
the experimental data at higher elevations (or later in the transient),

The above comparison indicates that the model predicts the quench histeries
(the quench time and the quench-front velocities) ressonably well for the Lelugh

run under consideranon, This conclusion is also triae for CCTE Run 14, as ieieatea
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in Fig. 17, which shows the predicted and measured wall temperature histories at
the 0.38-, 1.015-, and 1.83-m elevations.

In Fig. 17, the rate of decrease in wall temperature in the lower part of the core
(0.38 and 1.015 m) agreed with measured data, indicating that the overall neat trans-
fer is predicted well. The quench time at 1.015 m is predicted about 23 s later than
the experimental data. The vapor Reynolds number at the quench front during this
time varies around 2000 when the quench front progresses to this elevation, causing
the B-coefficient used in the transition boiling to change frequently between 10 and
16. This slows the quench-front propagation rate. At 1.83 m, the precursory cooling
rate is slightly over-predicted until 250 s, resulting in an under-prediction of the
wall temperatures. The increase in measured wall temperatures levels off at about
150 s. whereas the predicted wall temperature levels off 50 s later. This is becausc
the void fraction at this elevation does not begin a significant decrease early enough
(see Fig. 2). There is also an interaction with the heat transfer and the unheated-
wet-wall model during this time. The unheated-wet-wall effect is most significant
at the higher void fractions, and thus, too much cooling results for liquid that may
be distributed in a film and generally not available for cooling. After 200 s, the
predicted wall temperature decreases at the same rate observed in the experimental
data.

The quench times are in good agreement with the experimental data. The
predicted and measured quench times at three axial elevations and the averaged
rewetting velociiies between these axial elevaticns are listed in Table 2. Table 2
indicates that the thermal-hydraulic model for post-CHE convective heat transfer
used in TRAC computer program also is able to predict the rewetting velocity
reasonably well for CCTE Run 14 reflood test.

L. SUMMARY AND CONCLUSIONS

The following conclusions can be drawn from the results discussed above

. The nucleate boiling irterfacial drag model predicted the CCTE Run 14
pressure drop data well i the low- and high-void-fraction repion The
pressure dropin the intermediate void fraction nucleate boiling, region

was sliphtly over-predicted.



6.

The pressure drop in IAFs were sligitly under-predicted at lower void
fractions and over-predicted at higher void fractions. The predicted pres-
sure drop was in reasonable agreement with the measured data in the
intermediate void fraction region, where the IFDCs were obtained by
weighting functicns between the low- and high-void-fraction regions.

The pressure drop was under-predicted in the upper part of the core in
the CCTF Run 14 test. The under-prediction was attributed to the JFDC
model of the wet unheated walls. The IFDC model for the highly dis-
persed flow gave reasonable results for the Lehigh pressure drop data that
did not include any unheated wall effects.

The hot-patch model was capable nf modeling Winfrith steady-state post-
CHF experiments. It predicted reasonable energy input to coolant from
the bottom hot patch and did not allow any quench front propagation
from cither the bottom or top.

The transient calculations converged to steady-state conditions in rela-
tively short times for the conditions of the Winfrith tests studied in this
work. The calculated thermal-hydraulic parameters at 250 s were used for
steady-state post-CHF data-model comparisons.

Comparison of calculated and measure (inferred) actual qualities at the
end of the test section showed good agreement. This indirectly verified
that the core reflood interfacial drag model predicted the void fraction
and interfacial drag coefficients reasonably.

In general, the interfacial heat-transfer model vnder-predicts the vapor
temperature. However, the model predicted its variation with the oper-
ating, parameters reasonably well for operating conditions studied in this
paper and is expected to predict for a larger range of operating parameters,
The manimum difference between caleulated and measured vapor teme

peratures was 20% and found at the test pressure of 10 Bar (Run 134)



10.

The wall-to-fluid heat transfer was predicted reasonably well for the
operating parameters of the Winfrith data discussed in this paper and is
expecied to predict a larger range of ope. ating parameters. The maximum
relative error between the predicted and neasured wall temperatures was
less than 13%. Additional work is needed in this area to better under-
stand the effects of subcooling and heat fluxes.

The thermal-hydraulic model for post-CHF convective heat transfer used
in TRAC computer program was able to predict the rewetting velocity
reasonably well for the Lehigh and CCTF Run 14 reflood tests. The aver-
age slope of the wall temperature trace showed reasonably good agree-
ment with the measured data.

Although they are not formulated as mechanistic models, the formu-
lation of the near-wall liquid effect and the transition boiling models
aave reasonable results in predicting wall-to-fluid heat transfer and the
quench-front propagation. There is a need for further work for the axial-
dependent transition boiling model ard the near-wall liquid cffects.

The results discussed in this paper indicate that the capillary and vapor
Reynolds numbers defined at the CHF point could be the proper dimen-
sionless numbers for the modeling transition boiling. The vapor
Revnoids number also determines the near-wall liquid contribution.
The functional form of this contribution indicates that it should increase
gradually up to the agitated IAF, become maximum in the agitated IAF,
and finally diminish with axial distance in the post-agitated regime.

The results discussed in this paper are presented in the hope of aiding future devel-
opments of improved mechanistic models for prediction of post-CHE conditions
dealing with the quenching of heated structures. In particular, work is needed in
the area of the history-dependent transition boiling model, the near-wall liquid

offect, the unheated-wet wall effect, and the TAF interfacial drag models,
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TABLE 1
THE CALCULATED AND MEASURED QUENCH TIMES AND QUENCH FRONT
VELOCITIES FOR LEHIGH REFLOOD TEST

Location Quench Time Quench-Front Velocity?
(m) (s) (mm/s)
Exp. Calc. Exp. Calc
0.15 62 29.6 242 5.1
0.30 111 108 3.1 191
0.45 177 178 227 2.14
0.60 242 2.31

aThe quench-front velocity is calculated between locations listed in the tatile and
indicates average values over a 0.15-m distance.
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TABLE 2
THE CALCULATED AND MEASURED QUENCH TIMES AND QUENCH FRONT
VELOCITIES FOR CCTF RUN 14 TEST

Location Quench Time Quench Front Velocity
(m) (s) (mm/s)
Exp. Calc. Exp. Calc.
X 0.38 70 72 5.4 5.3
1.105 151 174 8.9 7.1
1.83 333 337 4.0 4.4
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Fig. 1.
The predicted and measured pressure drops between axial locations of 0.0-0.61 m and 0.61-1.22 m for the
CCTF Run 14 test.
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The predicted void fractions in Cells 2 to 7 in the CCTF Run 14 test.
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The predicted and measured pressure drops between axial 'ocations of 0.406-0.609 m for the Lehigh rod bundle
test.
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Fig. 5.
The predicted and measured wall and vapor temperature profiles for Winfrith Runs 149, 177, and 122.
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The predicted and measured wall and vapor temperature profiles for Winfrith Runs 104, 98, and 157.
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The calculated wall surface temperature histories at eight different axial elevations for Winfrith Run 176.
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height.
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The calculated and measured wall and vapor temperatures for Winfrith Runs 176 and 179.
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The predicted wall-to-liquid and wall-to-vapor heat fluxes as a function of test section height for Winfrith
Run 176.
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The effect of total mass flux on the predicted and measured wall aiid vapor temperature profiles for Winfrith
Runs 136 and 194. :
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The effect of pressure on the predicted and measured wall and vapor temperature profiles for Winfrith

Runs 150 and 135.
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The predicted and measured wall and vapor temperature profiles for Winfrith Runs 76 and 95.
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The predicted and measured wall temperatures at the 0.15 m, 0.3 in, and 0.45 m elevations above the test

section inlet for the Lehigh rod bundle test.




Lehigh Rod Bundle, Run No.: 02/24/85-6
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Fig. 16.

The predicted and measured wall and vapor temperature histories at an elevation 60 cm downstream of the
inlet for the Lehigh rod bundle test
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Fig. 17.

The predicted and measured w _ll temperature histories at the 0.38 m, 1.015 m, and 1.83 m elevations for the
CCTF Run 14 test.




