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heat transfer waspredicted reasonably well, and thepredictcd wall
temperatures were in reasonable agreement with measured data with a
maximum relative error of less than 13%.

1. lNTRODU~lON

As pointed out in a companion paper (l), a significant numhcr of experimm-

tal and analytical studies reporting on post-critical heat flux (CHI’3 boiling and

quenching have been published in the last two decades. However, a Iargc anl~wnt

of scatter still exists between the predictions from published correlations and mea-

sured data (2). This disagreement between the models and data WaS allril~~llcd to IIMI

fact that the hydraulic and heat-transfer models typically arc developLd incicp-idcn[

of onc armthcr and, wlm combined, produce a large part O( thu scatter. Thus, cw’(vl

~vllen “the kI heat transfer and hydraulic nu)dels” are combinud anti comparld

with either the original data sets or ncw ones, significant scatter is not surprising.

To dmdop more accurate models, information cm heal transfer must bc intugratvd

with the best available hydrodynamic data in the model develq.mncn! process.

Ultima[cly, any experiment that ,measurcs all the required quantities is nccdcd;

howcvc!r, the state-of-tlw-art in measurements is not capable yL1tLJ[dtjing such an

cxpl’rimcmt.

IIILI prthl(vn of “int~’grat~d modl’1 ~11’i’c’lt~}lrnl’111”is comptmndlwi in l\v(J-

phasr two-fluid tllcrmal-lly(lra~ llic c(lmputcr cmlm, .SUC!Ias TRAC, 1]1(11s(d\I(I lh(’

ma+s, moml’ntum, and cnergv equations for cnch phas(’. To acc~mlplish this s~)l[l-

ti(m, they rcquirv chmuru relationships to detlmninv mass, nmnlmlllm, nn(l h(’llt-

transfcr inlvrchang(~ Iw’tweun th(I phasrs and b~’twlwn both h(ICIl(ILl(w iInh(IIIl(ILl

strllctllr(’s fin(l till’ ph(lws, lk’caIIs(I phasic closi]rr rrlali(mships ar(’ g(’~l(’rclil~’ 1)01

av[lilllbl(’, cotl(” d(tv(d(qwrs ar(~ f(m-(wl to in f(’r III(wI phrlsir r(’lnlionsllij~+ 11(1IS(ILI(ul

Iimil(’(i infi)rnlllti(ln a\-~il,llJll’ frolll 111(1(itll(l III(I!’,lr~’dll[~lvzing. l’lli~ lr(’~]ll(*tlll\’ i~

d~m{’IJV nl[)~iil~’ing t’~i~!ing IN(XI(IIS,InLl r(mlbining th(w’ m~)llili~’~1I11(NI(I15 III IXI]V(I”

MIIII III() (Iiff(’r(vll ]III(*llonl(III,l 101 tl](’ r{’(lllir(’~1 plll]sic ~.(,lllrit>[lli(]l}s l’llI\ ]ll(N(’s\

hlI~ r~’( [’ilk’~1 mII~.11 ~i~’lI,It~I,

11[ rin}: III(I Li(I\’(’lolllll(Illl 01 th(’ r(’floo~l”mo(l[’1, (ulr ;lll]lrt~,l~.1110 (1(’lillll]): 11111~(’

‘1.



correlation frequently could not be applied directly but had to be modified. For

those cases, we tried to use the “kernel or functional dependence” O( the original

correlation and modify only its magnitude by use of a multiplier. This assumes thLI

original model developer was able to capture and represent the functiol]al depen-

dence of the controlling physical quantities. When no correlations were available

for gi\’en regimes, u’e tried to define known bounding regimes and use a w~cighting

function betm~een the known regimes to represent the unknowrn quantifies. This

assumes the process is continuous and bounded between t’he two know,) regimes.

In two instances for wall heat transfer, we had to develop separate models tt~ repre-

sent the phenomena— the models for transition boiling and the near-wall-liquid

post-CHF film boiling effect, The overall model, which is discusscci in the con~pan -

ion paper (1), was implemented into the TRAC-PF1 /MOD2 computer code.

This paper will discws the adjustment process of the modifying consian[s anti

weighting factors, which we will call “empirical constant s,” We then w’ill apply IIICI

resulting model to a limited number of experimental results 10 pro.,’idc S(}I1lCJlim-

ite~i assessment of the model.

The adjustment of the empirical constants involved se\~eral iterations.

Briefly, the empirical constants for the interracial drag model were follnd using a

rcnsonablc set of coefficients for the wall heat transfer and CCTF I{LIII14 (3). Tl~cn,

fine’ acijustrnent and correlation of the near-wall-liquid post-CHF film boiling cffc’ct

were LionP for the wall and interracial heat transfer using a set of six Win frith

stca~lv-st?te ptJsI-Cl 11:hot-patch runs (4), After implementation ~~fthe iIdjLIs!cId.an(i,
corrrlatcd heat-tr,lnsfcr c[wf(icicmts, tht’ inter facia] dra}; nmd(’1 again was ch(’ckl’~i

an~l rcadjust(d as neml(’d with Ihc KTF Run 14 pressure drop dal,~, TII{’ last stc}>

invol\’e~i C1’altlaling l’Ir 13-c(~’fficien[ usL’(i in the transition boilin$ nl(dc’1 (SLYI

I{L’(,1), The 1~-c(~t’ft’ici~’niwa.+ dc’tcrmin~’d in sLIch a way that !h~-I}~r~’tlictml ,IIILI

lLi

lllol{(’1~

i\’i~lll(ll



amount of liquid that occurs bet\veen any two elevations is indicated by the pressur~’

drop between them. Thus, between any two particular elevations (the distance

betu~een the pressure taps) where a known flow regirre exists over a given time

windo\v, the pressure drop data can be used to determine the necessary empirical

constants.

We adjusted the empirical constants described in interracial drag models (SCC

Ref. 1) by reasonably matching the pressure drop data in this time-\~’indow-t>y -

window’ method. The problem that makes this adjustment son~m~’l~at conl})lic,~t~:~i

is that the pressure taps are spaced far enough apart (about 0.6 m) thal mul[iplc

regimes occur betweexl them. The only regimes that occur uniquely between the

ports are nucleate boiling, dispersed flow, and perhaps the post-agitate~l --egime.

Thus, one can not determine the necessary empirical constants uniquely for smooth

IAF, rough-wavy IAF, and agitated IAF. We can see only the spatial integrated

effec[, which typically includes thege regimes plus one of the other regimes.

This drag adjustment process is cumbersome because of the hydraulic fecd-

lmch ~hat occurs between the drag (low regimes. Fortunately, altho~lgh tli~ l~eat

transfc’r and drag are coupled, they are not tighily coupled, which allows for separate

adjustment steps, This drag feedback effect can be minimized by m~orking [he plLJ!~-

lem from bottom up, ie,, nucleate boiling through film boiling, A]though the IerlI -

ni~]uc yields reasonable results, as noted above, it is not possible to match pr(”ssurcd

drop data in all of [he flow regimes simultaneously. Section 11.A will discuss tht’

results obtained for the pressure drop predictions of CCTF Run 14 and l.thigh r~xl

bundle’ t(’sls.

T(J aLljLIst [l~LIempirical cons[ants ass(~ci,lit’d wi[h th~’ \v,lll anli in[l’rla~i,ll

h~’tll-lr(lnsfer nl{NILIls,a linlitc’d s[’1of Win frilh st~vdy-slat(’ pest-C! 11:11(~1-palch I(v-il<

(Rllns 149, 177, 122, 104,98, and 157) was used. l’ive 0( lhc six sclLIctLI(i tc’sts 1~~’r(’

p(’rf(}rrned at 2 Imr, a n(’arly ctmst.ant heat flux range’ of 4,0 to 4,6 W/cm~, anli ilil~’1

11’lnp~’r,llurcs L)(115 IL)116(’C, but different inlet mass fluxes rclnging from 4H ILJ

10[)7 kg/n12s, w’rr~~usd, Th~’ last tc~stincluded higher presstlrc~ and hc’aI (ILIXcon(li-

ti~~ns, Asst’ssn~~”nt (J( the final m(~lic’1,w’ith ninu (~thcr Wil~fri[h pos(-(’l II; ILISI\

h,l\’ing ~ii(l”t’r(’nl(~p~’r(llin~ c(~tllliti(~ns, is pr~w’l~t~’~iin Stx., II,(., This ,\ssL’ssI)l(’tIl

cf}nl}~,lri’stllll\I III(I c,ll(’\]l,ilIIfi ,l]lL{IIlt’,ls(lr(xi w(lll ,II~Li‘,’,l]~~}rl(’lll})(’r(llilr(+ lI(I~,I(IS~I

I)() IIr(’s}.ltr(’ (irol” (1,11,] wc~rl~ il\’ilil(ll)l(’ Ior 111(’s(I I(ISIS 1 lt~~i’~’v(’r,Ior 1<111117f1,ll\~I

~}l,~[i,l]ill~l*$r,l] lIli~I1-1t~f I]lo c,ll(.(ll,ll(~(i Cir;lg (-()()fli(l(jllt:. aII(l voi(i !r(l(liolls ar(l L(}I)I-

}l(~r(’~lill~lir(’~ll\ l]sil}~ tll~’ illf~’rrl’~i,lcl~l,ll ~]ll,lllty al th~’ tII\(i 01”111(1I(IsI w’(lit~l~



In the absence of steady-state data without the influence of l~ot-patchw, it is

difficult to determine the B-coefficient required by the transitic,n boiling m~~del (SW

Ref. 1) and that controls the rate of the quench-frent propagation. The B-coefficient

m’as adjusted by matching the experimental quench-front velocity of CCTF Run 14

and the Lehigh rod bundle test. The Capillary and vapor Reynolds numbers al the

CHF point, which control the selection of the B-coefficient, vary significantly during

these transient calculations. The initial results in predicting the quench-front

propagation in CCTF Run 14 and Lehigh tests indicated that t~~o Cti(icrcnt

proportionality constants were needed to match the experimental data. The CCTI:

Run 14 test included flow conditions with relatively high vapor Reynolds number

(time-average value), indicating the vapor flow was mostly turbu’cnt The time-

averaged Reynolds number in the Lehigh test was less than 2000, indicating th{~

vapor flow was laminar duri~g the transient. Thus, the B-coefficient was assumed

to be 1,6 for a vapoi Reynolds numbel less than 2000 and 10 for a vapor Reynolds

number higher tl?an 2000. We discuss the results for the quench-front propag,~tion

rates obtained from this n~odel with the CCTF Run 14 and Lehigh tcs[s in %. 11.C.

Because the characteristics of the tests were used in coefficient definition, this con~-

parison cannot be called an “independent assessment. ”

11. DISCUSSION OF RESULTS AND COMPARISON

The description of the each tc’s! selected for this assessment v?ork, the experi-

mental test procrdurc, and tllc TRAC input models arc not cliscuss~’ti in this pap(’r

The\’ arc avai]ablc in Ref. 6. The results anli Icssons Icarned fr(~nl tllc asscssme])l (J(

~he final mode] with transient and sl(’ad\’-statc data arc discussed hl’1(1~~’.

sll(lr



Cells 2-7, which determine the pressure drops over the t~70 regions. This fast

transient continues a few seconds, after which the void fractions Ic’[el ~}i(.

The pressure drop between axial elevations of 0.0-0,61 m (in cells 2–4) \,’as

under-predicted by about 500 Pa until 105 s, a= shown in Fig. 1. At about 105 s, the

quench front leaves Cell 4. After 105 s, Cells 24 have all been quenched and are

experiencing nucleate boiling. The second cell was filled by water, whereas the third

and fourth cells are in !wo-phase nucleate boiling (see Fig, 2). The predicted pres-

sure drop between 0-0.61 m was in reasonable agreement with the measured data.

The time windo\\’ from about 105 to 400 s indicalcs that the interracial drag coeffi-

cient (IFDC) model for the subcoolcci and Iow’-void nucleate boiling region preciicts

reasonable IFDCS Therefore, the under-prediction of the pressure drop be[\\’cen

6S and 105 s indicates that the interracial drag coefficients in inverted annular flo\\.

regimes in the low’-..’oid fraction, region (see Fig. 4 in Ref. 1) are slightly ovcr-

preclicted, causing the over-prediction of the void fractien in Cell 4. As shot~’n in

Fig. 2, the second cell was filled by the water right after the injection uIas activated.

The void fraction in the third and fourth cells vari?s between 10% to 4(3% in the

time w’indow of 68–105 s, m’hen these cells \i’ere experiencing IA1;S (snl~mtl~, ro~lgh-

wavy, and agitated IAFs).

The pressure drop upstream of the micl-planl’ of the ct~re ((1,61-1 ,22 m) is in

reasonable agree’nlcn[ w’ith measured values, The quench frmt lc’a\Pes CCIII7 at

about 215 s, and Cells 5-7 (located Ixtw’een the axial elevations of 061 and 1.22 m)

are all in nucleate boiling After 215 s, the average void fraction in Cells 5-7 is abo~lt

0.4 but increasing with elcwation. The pressure drop is slightly ovm-predicte~i. This

implies that th~ void nucleate boilin~ interracial drag mode! slightlv under-prcdic[s

the IFIXs for tllcw slightly ;Iig!ler v~~ids. Thc’ intcrfacial drag n~mlt’1 perf~~rnls an

interpolation t{) d~icrmine the IFDC in the v(~id fr,~ctit~n rang~’ O( (),.5–(),98,w) this

inlcrpt~la[ ion ha~ brgun for (~nl\) ccli 7. As the q~lcwrh front en~~’rs 1.(1115, Il\LI }3r(’-

diclud void fraclions in Cells .5-7’ranpy’ from (14 to OH, and the lli~~~’r[’pimc in 111(’s(’

cells is mt~stl!’ p(wl-agitatwl IAF. The prcdic-ti[m is ~xcilltll{~r}’b~’for~”1[15s, ~’1]1’r~’111(1

qucmch front c’ntcrs c~’115, but lhc lFIXs arc again slightly (J\’{’r-}lrt’iii<-lt’~lafl~’r llli~

time for the IA]: flt)w’ regimes

N(’~r [II(’ n~ill-plan(~ ~Jf’thll c~~r~’( 1,22-1.83 m),. agr(’~’n~(’tl[b(It\\F(It*I~tl]~’r,ll~-ll-

lat~ki an(i m~’(~s~’r~’(iLI(llil is rc(ls[~ncll~l~’(SIWIl’ig 3), ,~!th(~~lgl~S[~IIIL”os~ill,lliotl~” ,11(1

m’i(lcl~t At’t~’r3fI:~s, (’(IIIs S10 ar~’ ,111~’x}l~’ri(’]~1-i]~~II(IL-l(*tII~’t)oilll~~, ‘r’lltl\, 111(’

pr~l~ii(lit~n IJ( III(I II;IX”T.in Illt’ higll~’r voili ]lllcl(’,~t(’ l)oilillg r(’giol) ll(ls itllprot(’(1

b(k,lll~(’ tll(’ IIr(kli( 1(1(1 ]Ir(’s>(lr(’ liro~l lILIlmF(ILIIl I .22-1 ,X3 n~ is ill ~fNMl,l~r(I(ItI\(II)l \\ill)

(i



the measured data (see Fig. 3). However, in tl-.e time window preceding the quench
of ~hese ]eve]s, the IFDCs are again slightly over-predicted in the pint-agitated

regime, resulting in an under-prediction of the pressure drop bv 150 to 500 I’a (an.
estimated average of about 250 Pa).

Downstream of the mid plane (1 .83–2.44), the under-prediction becomes more

noticeable (see Fig. 3) before the quench front nears that level at atmut 35o s. in

terms of absolute pressure drop, this is still within 250 Pa. Although no[ show~n,

this same characteristic also is seen at the higher levels in the core. These differ-

ences w’ill be discussed in greater detail later.

For now, it can be concluded that predictions of low and high void nucleate

boiling IFDCS were reasonable, whereas intermediate void nucleate boi!ing IFDCS

were slightly over-predicted. Howe\’er, the over-prediction was not significantly

high (about 400 Pa) and decreased with increasing void fraction. The lFDCS fcr IAFs

were slightly under-predicted at lower void fractions and over-predicted at higher

void fractions. They were in reasonable agreement with the measured data in the

intermediate void fraction region. In the CCTF run, the IAF for 10IWvoids mostly

consist> of agitated and post-agitated IAFs. The IFDC in agitated IAF is expected to

increase when compared with smooth and rough-wavy IAFs. This increase is not

considered in the current model, and the IFDC is calculated using the rough -~~’avy

IAlz IFDC model. Thus, the predicted IFDCS in agitated and correspondingly pos[-

agitated IAFs are relatively low. When the IAF flows occur with high void, [he

lFKs are calculat~d Llsing the highly dispersed IFDC model. The reason for the

over-prediction of IIWCS in highly dispersed flow is discussed belo\&’.

To better understand the disagreement at the upper elevali(]ns of the core, it

‘. iwcmsary to no[c [hat the highly dispersed IAF intcrfacial drag model consisted of

tm’o components. TIIc’ IFIX mod~l for li~]uid cir(~plets and the II:I)C n~(~~lc’1for Ih(I

li(luid filln (m the unlwa ted surfaces. Vv’ehav(~ adjusted necessary ctw(ficicn[s 10

partition thr tn[al pr(’ssure drop in such a way that the liquid cirople~ ctlntril~u[itln

~agrm’s with dalcl a\’ailabl.’ in (ho l,ehigll r(xi Inundlc test that had nt~ unll(IallId sur -

f,~cl’s ancl tllc’n tril’~1t~~adjust [he cold-wall l“]lmcffc’c[ using the CC’T1~l<~ln 14 data

TII(I pr~diclmi ;?rmsurc drop trace betwcwn 0.406-0.609 m fi)r lhc~1,chi~ll rl]n

is sl~(~lvn in I;ig, 4, The nlc’as[lr~’d prrssure drt~]~datn in the tinl(’ \vin~i(~\\~of 25-1 (H)s

i~lso is lnarkt’11 ill tll~) (ig[lrr. (lnlv th~’ nvl’rag~’ \’alt I(I \vitl~ an ullcl’rl(~i]:tv rt~llgt’ i~

sl~()~~)i~ill l~ig. 4, TIILIpr~’dicll’li ,Incl n~casurl’li \r,ll\l(Is agr~’~’rt’ast)ll,ll~l\’ \vitll tI,]rlI

t~lllt’r This illl!i~.,lt~’sIlla[ th~’ highlv dislx’rs[~l II;IX’ mt)~ic’1pr~’~iicls 111(’[ir[)~ll(’1

c(~]llrillllti(~n c(~rr~’rll\’, Th(ls, 11~(1~iiff(’r~’nc[’slN’!\\’~’(11~11~(1c,llc~ll,lt(’~i ,lt\(i tI~II,~~(ilII~l

7



pressure drops downstream of themid-planeof thecorein CCTF run are attributed

to the modeling of the unheated wall llquid film contribution.

Comparison of the IFDCS determined by the unheated wet-~val] model and its

relationship to those for the droplets showed proper trends, i.e., the drag coefficient

for the film was much reduced over that of the droplets. However, ~+is reduction

was not enough based on current estimates of the partitioning of how much of this

higher void liquid was on the wall and how much was in the form of droplets.

With the current TRAC two-field formulation, it is difficult to represent the cold-

wall effect accurately. In fact, one conceptually ends up levitating liquid ~rith the

vapor flow instead of suspending liquid on a surface as actually is required. In prac-

tice, with a transient such as CCTF Run 14, one most likely would end up oscillating

the two-phase flow around the mean value desired. Although [his approach may

work for some ranges of void fractions, the correct prediction of the [Inhea[ed wall

contribution requires another field for the liquid film.

B, Post-CHF Heat Transfer with Winfrith Steady-State Post-CHF Data

This section discusses the adjustment and assessment of the post-CHF film

boiling model using Winfrith steady-state hot-patch experiments. section 11.A1

discusses the adjustment of the film boiling model using six tests. Section II,B,2

discusses the results obtained from the hot-patch model. Finally, in SCIc.11.13.3,the

adjusted model was assessed agairist nine other Win frith steady-state post-CHF tests

1. Adjustment of the Post-CHF “eat Transfer with Winfrith Steady-State

PosI-CHF Data. The weighting factors .md constants for the wall-to-fluid and intcr-

facial heat transfer were adjusted by predicting the measured wall and vapor tem-

peratures for six selected Winfrith post-CHF tests. The operating parameters for

these sclectcd runs listed below.

G P q ‘Till
Run No. kg/mzs Bar Wlcm2 “c

]40 411 2.02 4.14 115,7

177 103 2.(-)1 4.51 115.6

122 2[)1 2.(12 4,68 1162

104 50s 2.(]2 4,67 11s3

OH 10[)7 2(12 4,8’) 115,X

]57 102 10.() c),~() 1774

H



The mass flux was varied; the heat flux, pressure, and inlet subcooling were

kept constant for Runs 149, 177, 122, 104, and 98. For each of these five tests, a fixed

empirical coefficient used in the near-wall liquici model was determined by match-

ing experimental wall and vapor temperature profiles with the calculated values as

close as possible. Next, these coefficients were correlated in terms of the v~por

Reynolds number defined at the beginning of the agitated IAF for each of the runs.

Run 157 was used to determine the effect of pressure on the correlated near-

wall wall-to-liquid heat transfer. To predict the measured wall and vapor temper-

atures in this high-pressure run, the vapor Reynolds numb.~r dependent constant

required a decrease. Therefore, we introduced an exponent to the vapor Reynolds

number.

The predicted and measured wall and vapor temperature profiles for these six

tests are summarized in Figs. 5 and 6 and show reasonable agreement. In these cal-

c~llaticms, the wall-to-vapor heat-transfer coefficient (HTC) calculated by the Webb-

Chen correlation was increased 20% to predict the experimental wall and vapor

temperatures at the end of the test section.

2. Assessment of the Hot-Patch Model with Winfrith Steady-State Post-CHF

Data. One major difficulty in conducting steady-state post-CHF experiments is pre-

venting propagation of the quench front into the test s~ction. Using the hot-patch

technique (6) allows researchers to create stabilized post-CHF conditions throughout

the test section. A hot-patch model was developed as a feature of the slab heat

structure component in TRAC computer program (6). The axial elevations of the

hot-patch inlet and outlet a:ld hot-patch temperatures are input parameters to this

model. The hot-patch model uses a very high convective-heat-transfer coefficient

on the outer surface of the slab to simulate an imaginary heat sourm at the spccifiwi

hnt-patch temperature. Thus, the necessary energy to prevent th(’ quench-fmnt

propagation could be provided by this heat source. The bm.mdary conditions al [II(’

inner surfaco of tiw slab in the test section are cictermined by tlw c(mvc’ctive pt~st-

CHF conditions. This assessment work modeled both the Iowm and upper II(JI

patches USCLIin Winfri[h steady-state post-CllF tests.

All calculali(]ns discussed in this paper were pcvformwi in a transi(’nt m(Ni[l.

A snap-shot of the transient calculation when thermal-hydraulic conditions hall

slnbiliz.~’d w’as analv7LILl and cornparc’ci with tlw st(’,~tiy-stat(’ data. ThL~ C(llCUl[lt(’li \\’,1]1

st]rfan’ ic’mpcr[ll~lrt’ IIist(]ril’s at ciglll diffcr(wl axilll ~’11’i’alit)ns art’ sll(}wn in I;ig, 7

for I<lln 17610 illll~lrillt’ tllil~. 111(1 s(~lillitm halt c(~nv{~rg~’~1.TII(I ltll,][i[~ll~ of III(I inlt’[



and outlet of the lower and upper hot patches are 0.16, 0.2, 1.12, and 1.256 m, respec-

tively. The wall surface temperatures do not change after 100 s, inciicat; ng a corl-

verged solution and that steady-state post-CHF conditions at each e!evation were

obtained. The quench front is located 2.6 mm upstream of the lower hot patch The

wall temperature for the inside of the tube at the beginning of the lower ho[ patch is

746 K, less than the specified hot-patch temperature of 875 K. However, 1 cm do~\’n-

stream of the hot-patch inlet, the calculated hot-patch surface temperature is calcu-

lated to be 864 K, indicating that the quench front is held at the beginning of the

lower hot patch. The wall temperatures at the beginning and end of the upper hot

patch do not change with time and are at higher temperatures (875 K), indicating

there is no quench-front propagation from the top of the test section.

The measured power in the lower hot patch for Run 176 was reported as

506 W, and the calculated total energy supplied by the lower hot patch to the fluid

was 345 W. The 161-W difference betw~en the calculated and measured values

indicates a relati~’e error of 32Y0, These results clearly show that the hot-patch

model is capable of arresting the quench front at the beginning ot’ the hot patch

while providing a reasonable calculation of the energy to the fluid.

Other runs showed similar characteristics for convergence to steady -s[atc

conditions. Therefore, snap-shot results of c,~lculations at a time of 250 s were used

for the steady-stale data-model comparison unless otherwise men[ioned. In addi-

tion, (he relative error between predicted and calculi-, ted parame[crs is defined a.; [I*c

absolute value of the ratio of the difference between measured and calculated

parameters to the measured pararneler.

3. Assessment of the Final Model with the Winfrith Steady-State Post-CHF

Data. Winfrith Run 176 was selected as a reference run, and assessment reslllts ar~l

discussed in detail for this run. Comparisons to indicate the predicted parametric

trends are made relati\’e to Run 176.

Tne preclic!cd void fractions and intcrfacial drag mcfficienls f(w Rlln 176 as a

function of test scc-tic)n height are sllt)wn in Fig. 8, I;ibur[’ 8 alsO inl{icat~’s lIIcICcllc\I-

]atcci l~>catinns of the quench front, transitit)n boiling, smwth IAF, r,>ugh-~’af’y IA!,

and agitated IA I:. They are 0,16137 m, (3.16287 m, 0,17551 m, 0.2143 l)], an(l (1,2343 nl,

ruspc’ct itrely. ThCJ~’t)id fraction ii~ Cell 2 is about 1%, It gradually incrcaqc’s t(l ‘k’; ,11

the cmd of test sec[ion. As calculated void fractions ar~’ less than 98(2 , th~’ hi~lllv

dispc’rmd IAF is not prwiictmi to t~ccur in this run. The region ci{~l~’ns[rc’am LJI h(}l-

palch exp~’rimws tlltI pt)st-agitated IAI; (displ’rw’d flt~w with larg~’r ~irop ~li,l]l~~’lt’r~)

regin~(’ lht I ~lr,l~ (-t~~’ffici(’nt in C“LIII2 is calcI.ll,~ 1(111 ,1s 3X1 kg/ln~, I\TII II ‘~3,7’;; (~t(’(II ?
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experiencing nucleate boi~lng and the remaining part in smooth IAF. Cell 3 experi-

ences smooth and rough-wavy lAFs (64?Z0in smooth IAF and 36% in ro~gh-wavy

IAFJ. The drag coefficient ixl Cell 3 is determined as 218 kg/m4. Cell 4 experiences

rough-wavy IAF. The interracial drag coefficient is calculated as 215 kg/m4. In the

agitated and post-agitated IAFs, the IFDC decreases, and the void fraction increases

gradually tow~ard to the end of the test section.

Direct comparison of the calculated axial vu 1 fraction and IFDC profiles \\’ith

experimental data is not possible because of the lack of experimental pressure drop

or void fraction data. However, this comparison can be done indirectly on an inte-

gral basis by comparing the calculated and measured (inferred) actual qualities. The

measured actual quality at the end of the test section can be evaluated using the

follou’ing thermodynamic relationship:

Hfg
Xac=X~q~~

Hv(Tv,psat)-Hl( Tsat,psat) ‘

actual quality,

equilibrium quality,

heat of evaporation,

enthalpy of vapor at

pressure of Psat, and

~rhere

Xac =

Xeq~, =

Hfg =

H\, (T\,, Psat) = vapor temperature of Tv and saturation

Hl(7”sat,Psat) = enthalpy of liquid at Tsat and I’sat

The reported equilibrium quality at the location of 915 mm from the lower hot

patch ~“as 10.56%. The vapor temperature was measured 25 mm downsircarn of

this location, Assuming that the vapor temperature at 915 mm is [hc same as tha[

measured (738 K) at ‘~4(1mm, one can calculate an actual qualitv at this locatit~n

using the ahtlvc tllrrnlodvnarnic relation 10 be 7,99%,

CC*II15 (J( [I](I TRAC model contains the 915-n~n~ locati~~m Th{I actual ql~alil)’

in Cell 15 also can h~Icalculated fmnl the void-quality relation sll(~lt’11!l(Ilt)Iv.

II



a=

v~ =

v] =

Pv =
pi =

void fraction = 0.952,

vapor velocity = 13.1644 m/s,

liquid velocity = 2.07646 m/s,

vapor density = 0.64565 Kg/ins, anu

hquid density = 943.12 Kg/ins.

An actual quality of 7.86?10is obtained using the phasic velocities and properties

calculated by TRAC and noted above. The calculated actual quality of 7.86% agrees

with the inferred measured data of 7.9!Y70and indirectly indicates that the predicted

void flactions, and correspondingly the drag coefficients, are reasonable from an

integrated standpoint.

The calculated and measured wall and vapor temperatures for Run 176 am

shown in Fig. 9 as a function of height. The locations of the flow regimes and hot

patches also are indicated in the figure. The quench front (indicated as the C.HF

point) is located just 2.6 mm upstream of the lower ho[ patch, The first half of tlw

lower hot patch experiences smooth IAF, whereas the other half is in rough-wavy

IAF The calculated phasic heat fluxes, wall-to-liquid (Denham and near-wall ccm-

tributions) and wall-to-vapor (Webb-Chen), are presented in Fig. 10, In smooth IAl:,

the wall-to-liquid heat flux is relatively high and decreases sharply with increasing

height. The heat transfer is governed by the wall-to-liquid contribution, and no

wall-to-vapor contribution is assumed in this regime. The calculated wall tcmlper-

atures suggest [hat the wall-to-liquid heat transfer is predicted reastmfibly WC’11.

The trend of wall temperature in thl’ second half of the hot patch (wlwrc

rough-wavy IAF starts) changes. The wall temperature decre~ses to 830 K at the end

of rough-wavy IA I:, which is located 0.2143 m from the test section inld. ThLDcalcil -

Iatmi and measured wall tempera[urcs imply that t.hc wall-to-liquid IKMt transfur is

preciictcci WCII in rmlgh-wavy IAF. Thu near wall liquid conlrilmli(m gradually

incrcmsus with increasing height. The wall-t(}-liquill hunt lr,~nsfcr umlrilmlli(ln bv

tlw I)cnh. am c(wr(’lati(m gradually d~wcdsm but is still m,ainlv r(’sp(}nsibl~’ I(IYtrans-

ferring tlw un(’rgv fr(m~ the wall in r(wgh-wnvy IA I:.

ThLSpr(’llictl’tl wall tvn~peri~t~lrt*in agitt]tlxi lA!; dLwr(I,Is(Is(Ilrll](’r dnli is (}v(’r-

pr(’~li(”l(’(1Iu’ ,lll(ult 1(1”(’at III(’L’IILIof th(’ ilgitilll’(1 r(’gitm. III ttlis r(’gioll, no t’l~i~l

fr(l(li(}ll wt’igllllng ik d}l}lli(’(f I(I tlu’ m’ar-wnll t~~{lll-t(~-li(](lillI I-l’(.’. 1111’r(’l(~rl’,tll(’

w’all-t(~-lilli]i(i 11(’[11II(1x Li(MISnot varv signit’icnntly, ds sll(nvrl in t;igl 111, It d(’cr(’dw’s



weighting. The wall-to-vapor he;it flux increases with increasing height but still

increases relatively less in comparison to the wall-to-liquid heat flux.

The interracial heat-transfer model uses a relatively high HTC for the heat

transfer from the interface to the vapor in smooth, rough-wavy, and agitated IAFs.

Therefore, the calculated vapor temperatures are close to the saturation tempera turc

of the fluid. In post-agitated IAF, the interface-to-vapor HTC drops to very 1.Iw

values. It has been observed experimentally that the evaporation process in dis-

persed flow is inefficient relative to that just downstream of the CHF point (8). ThCI
axial vapor temperature profile measured was S-shaped, low or close to the satura-

tion temperature in the region near to the CHF point, and high in the dispersed

flow region (far-region of the CHF point) (9). Using a weighted interface-to-vapor

HTC allows the vapor temperature to be superheated gradually in post-agitated IAF,

as shown in Fig. 9.

The wall temperature at the beginning of the post-agitated IAF increases with

increasing axial distance. The calculated wall ten~peratures between 0.23–0.4S m arc

about 10”C higher than measured values. After 0.5 m, the agreement be[wecn calcu-

lated and measured wall temperatures becomes very good. The slope of the wall

temperature profile agrees with experimental data, indicating that the overall wall-

to-fluid heat transfer is predicted very well in this region. The near-wall wall-to-

liquid heat flux decreases with increasing height, as shown in Fig. 10. At 50 cm, it

about 4(YYoof the wall-to-vapor heat flux, whereas it becomes approximately 6% of

the wall-to-vapor heat flux at the end of the test section. The predicted \ ~pt)r tcm

perature increases grac!ually and becomes 649 K in the 16th cell, wh{~rc’as th~’ ]ll~i~-

sured vapor tmnpma!ure was 738 K, indicating an tW°C undm-prediction (a 12%

s



temperature profiles in post-agitated IAF agreed with each other very well. The pre-

dicted vapor temperature is approximately 100”C lower thrn the measured value.

This also causes the wall temperature to be shifted slightly to lower values. The

under-prediction of the wall temperature indicates a relative error of 870. The trend

of the wal]-tduid and interracial heat transfer with the heat flux is predicted rea-

sonably well; a decrease in wall heat flux decreases wall and vapor temperatures.

In Fig. 11, we plot the predicted and measured wall and vapor tcmpcr,l ll!~e~

for Runs 136 and 194. These two tests were conducted with nearly constant pressure,

heat fluxes, and inlet temperatures but with different mass fluxes-a mass flux of

49 kg/m% for Run 136 and 199 kg/m% for Run 199. The wall temperatures for

Run 136 agreed with the experimental data within the smooth and rough-u~a~~y

IAFs, whereas they were under-predicted by about 60°C (indicating a relative error

of 4%) in the agitated and post-agitated IAFs. However, the rate of increase in w’all

tempera tui.,s in the post-agitated IAF agrewi with the experimental data, The vapor

temperature increases at the same rate as the wa!! temperature, indicating a vcr)’

inefficient interracial heat transfer. The vapor temperature at the end of the test

section is under-predict?d by about 100”C (which corresponds to an 11% relative

error). “ihe increase in inlet mass flux for Run 194 decreases measured wall and

vapor temperatures and also is observed in the predictions. The wall temperatures

at the higher mass fluxes are in very good agreement with the experimental data

unt!l 0.6 m, where a slight under-prediction begins. At the end of the test section,

the wall tempcrat urcs were under-predicted by abou ! 4u”C. However, this undtv -

prediction is tmly a 5!40relative error. Thus, the trcmcl of predicted wfill tmn]uv,l-

tures with the mass flux is predicted correctly.

The cff(ct of pressure is investigated in Fig, 12 by plotiing tlw prcdicl~’~i ,ln~l

mmsurcd wall and vapor temperatures for Runs 150 and 135. ThL’ prtvisur~’ t~f

Run 150, 2 bar, is inmt’asecl to 10 bar in Run 135, These runs wcrt’ pwf(]rnwli witl~

s.anw mass fluxes (lt~wcIsI mass flux of Win frith post-CllF datn bas~’) nnd apprtmi-

rnalvly thu same’ htmt fluxes and inlet subcocilings, The prmlictml wal I and v,~pfw

tempva[url’s dt thl~ l(nvcr ~r{’ssurl’ (I{un 15(1)nr(~ in rc’astmablv g(xxl agrlw’nl(wl \\’iIll

t}w lwp~’rinlmllill (ii~l{l, TIUI n~t’asurtd wall and vn)u)r tl’nlpm,~lurtvi tlt’i-rl’,ls(’ ii~itll

inm’llsing svkt”m prt’ssllr(’, This tr~md alst) is sl~(’1~in pr(dictt~~i ~vi~ll,ln(i v,llv~r 1(’]11-

plv,llllr(’s [wr~’}lt thtll prldidld wall nml vnptw t(’nl}x’riltllr(’s ar[’ ,lh(NIl 1 (lo’’t” .III~l

2(;Wt’ ltIss thcItI nltnl~llr~d vnll](’s, r(’spl’ctivl’ly . Thr 1~~’,lt[I(IA in l{~ln 135 is 351;;

high{v than 11},11()( l<tIII 150. Th(m4[m’, thlm’ is ~n c~fi’setting (’ff(~~-[I~J111,11i’\l]il~ili’~1

Ily III(1pr(’ss{lr{’. Agi\il~, t!~t’n~tms(ir~d and prl’~iicl(w{w,~ll tlw~}~t’r,ll~lr(’~lr(~lil(’~~lt)
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show good comparison when the 100”C offset at 0.3 m is noted. In Run 135, relatit’e

errors of 1370 and 2090 are evide]lt for predicted wall and vapor temperatures,

respective] y.

Figure 13 shows the results obtained for two extreme cases; a high heat flux

and pressure (Run 76) and a very high mass flux (Run 95). The predicted wall

temperatures in smooth, rough-wavy, and agitated IAFs in Run 76 agree with the

experimental data. As the axial distance increases, the prediction c~fwall tempera-

ture deviates from measured data and indicates a 100”C under-prediction of the wall

and vapor temperatures at the end of test section. The relative errors are 9% and

12Y0,respectively. For Run 95, it is clear that the wall-to-fluid heat transfer is undcr-

predicted in all IAFs. The slopes of predicted and measured wal! temperatures in

post-agitated IAF are in reasonably good agreement. Almost no vapor superheal is

predicted for Run 95, as expected. It can be concluded that even for these extreme

cases, the prediction of the wall-to-fluid and interracial heat transfers are reasonable,

Figure 14 summarizes the results obtained for different subcoolings, The

inlet subcooling in Run 193 is increased by 20”C mort than that of RUII 161, ThL’

wall heat fluxm were reasonably constant, with a 13% difference, Runs 161 and 1%3

had the same mass fluxes and pressures. The results obtained for Run 161 indicat~~

that wall and vapor [temperatures are under-predicted, especially just downstream of

the CI {F point, The prediction becomes reason,~ble in this region when the slIbcmIl-

ing is increased in Run 193. In Run 193, the wall temperatures at IIIP cr,.1 of tlw test

section agreed with experimental data; they were cwer-predicted a[ the beginninp, O(

the post-agitated IAl:. The muasured wall and vapor temperatur~v+ dccrmisc wiIh

increasing inlet sukmling, The prcdictcd wall temperature pri~fil(’s diti not sIIOW

this trend; in fact, wall temperaturt~s were over-predirted abollt 10“(’ i]~ 1<1111I‘).7,

We can conclude at lvnst that the modul prmiicts tlw expvrimt’ntill lr(m~i in sm~NJtl],

rollgh-~’itvy, iIgjLltL’(1 IAFs with inCrt!iMliIg inkl SUbC()(ding hlt !11’1’(!S (Ilrt]l(’r work

in t}w pos[-agitated rvgimu.
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void fraction distribution. As discussed previously, the pressure drops prcdictm-1 by

the interracial drag model were reasonable, indicating reasonable prediction of th~’

void fraction histories along the heater rods. Also, the wall temperatures and their

steady-state spatial variation in the film boiling region have been shown to bc rea-

sonable. The predicted wall temperature histories and the quenci~-front veh~cities

for a Lehigh rci Iood run and CCTF Run 14 are discussed below.

The predicted and measured wall temperatures at the 0.15-, 0.3-, and 0.45-:11

elevations above the test section inlet are plotted against the transient time for the

Lehigh reflood test in Fig. 15. Generally, the agreement between predicted and

measured values is reasonable. In the first 10s of the transient, the predicted wall

temperatures agree with measured values, indicating that the boundary and initial

conditions are specified correctly. The 15-cm elevation is located at the end of the

first CCII. In the first 10-20 s in transient calculations, the drag coefficient in the first

cell is over-predicted. This causes the vapor velocity, and correspondingly the

length of the transition boiling, to be calculated as relatively high. T!lus, IIW q~wnch

front propagates with relatively higher rates, resulting in an early pr~diction of lIIL’

quench time by aboui 25s.

The overall rate of decrease in wall temperature (bet wecn 0-! 0[1 s) at N) cm is

in reasonably good when compared with the experimental dnta. Th~vl* arv stmllI

oscillations in l}w prudicted wall turnpcratures, Thcsu are asst}ciat~d with v~~id frn~.-

titm oscillati(ms that uxist in the calculation (3), The predicted qu~wrh tirm’ ;]gr~’1’s

with th~ cxpurimuntal data, but the rate of dccmsu in the prcclict~’ti wall tcmp~va -

Iuru at 45 cm is slighlly over-prmlictml, This cnuscs an ~ln~l~r-prl’~lit-lit)ll d’ IIIL’wall

tcrnpt’raturm twffm’ this Iocnlion is qulwch(d, ThL*pr(’(liciml qm’nch timl~ nt [his

Clm’nti(m agrcmi will} llw mwnsurcd ddld. V’igur(’1() shows lhLIpr(’cli~.t(’11,lIILImL’,l-

surcd wall and ~~nptwtpmpuralur~’ histtwil’s at nn ~’lcvation 60 cm ~i(mvlslr(’(lnl (d

the’ inlet. ThLI Wiill t~’mpc’raturcw and its sl{JpLIar~’ prlxlic[(’(i rl’astm,ll~ly \\F(Ill, I ltlwI-

mxv, {11[’pr~’llicl(vi t’ilp[w t(mlp(~r,lt:lrl~s arl~ 20[1’”C”l~nvlv thfin n~{’,~:1;r(’(i V,IIIIISS

Th(~ pr(~(ii{.l{wi,Ind n~(*i~stlrld r(’w~’tting v14twitios lXBIWCWIII(),15, [),Y(),II\~l

(),45 m ,~r(’ listlw{ in “1’,llII(D1. Tnhlt’ I indicnt(~s that tll~’qu(mch v(’l[)titv ,11tl~~’l~)lv(’r

d(willi~ms sh(m’ s~m}[’(iis{lgr~’~’lllt’ills. I I(w(w(v, it b(umt’s sI,lIIIII ,IIILI ,lgr~’(’~\\’illl

IINIi’~]x’rinl[’llt;]l Li,lliI ,11I]igll(v [’l{w,llit}tl~ (t)r l,lltIr in tl](~tr,lll~i(q]l),

“1’11(’iIIM)\’(’ ~-t}lll~h]ri~[)tlin~ll(-,lli’s th,ll Il]t’ II1(NI(lII}r[xiitls III{!tlII(II},h lli~l,~ri{”.

(lb’ (lll~m(+ Iinl(’ ,IIILI II)(’ (pl{w~ll-lr(~l~t v~’lo~ili(’s) r(’l~s(u]t]l~lvWIIII1I(N nit” 1,111)1~:11

rllll ~ll](tt’r t(~t~siii~’ll~tlt}tl. “1’llis~~u~(lll>itm is ,Ilw) trll~’ t’t~r(’(’’l’l; 1{1111Id, ,I\ II Itl II ,111’11
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in Fig. 17, which shows the predicted and measured wall temperature histories at

the 0.38-, 1.015-, and 1.83-m elevations.

In Fig. 17, the rate of decrease in wall temperature in the lower part of the core

(0.38 an~i 1.015 m) agreed with measured data, indicating that the overall ileat trans-

fer is predicted well. The quench time at 1.015 m is predicted about 23 s later than

the experimental data. Tne vapor Reynolds number at the quench front during this

time varies around 2000 when the quench front progresses to this elevation, causing

the B-coefficient used in the transition boiling to change frequently between 10 and

16. This slows the quench-front propagation rate. At 1,83 m, the precursory cooling

rate is slightly over-predicted until 250 s, resulting in an under-prccliction of tlw

wall lcmperaturcs. The increase in measured wall temperatures levels off at about

150 s. whereas the predicted wall temperature levels off 50 s later. This is bccausc

the void fraction at this elevation does not begin a significant decrease early encmgh

(see Fig. 2). There is also an interaction with the heat transfer and the unheatcd-

wet-wall model during this time. The unheated-wet-wall effect is most significant

at the higher void fractions, and thus, too much cooling results for liquid that mav.

be distributed in a film and gcmcmlly not available for cooling After 200 s, thu

prmlictod wall temperature dvcrcascs at [he same rat ~’observed in tlw uxperinwn 1,1I

dnta.

The quench times arc in good agmcment with the cxpcrin~twt,ll LIata, TIILI

prmlictcd and mcas[lrcd quench times at tlmw axial elm~atit~ns nnd th(’ avmt~gt’~i

rm%’vtting vchwitius blilwucn tlws~ axial e]cvaticns arc kt?ll in TaldL’ 2. TnblL’ 2

imlicatl’s that thl’ tll(’rlllal-llytlra~llic nlo~icl for posl-Cl 11:convl’ctiw’ h~’llt lrllnsf~’r

IISLDdin T]{ AC.con~plll(v prt~gr;~m i~lso is abll’ I() pr~dict thu r~’w~’!liny,~’~’11)~-il)’

rmwm,lhlv \\”(Ill ft~r (.( ’”TI:I{\ln 14 rt’fl(x~~lI(IS(.

Ill. SUMMARY ANII CONC1.USiONS
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2. Thepressure drop in IAFswere sligi~tly under-predicted at lower void

fracticms andover-predictedat higher void fractions. Thepredicteciprcs-

sure drop was in reasonable agreement with the measured data in the

intermediate void fraction region, where the IFDCS were obtained by

weighting functicms between the low- and high-void-fraction regions.

3. The pressure drop was under-predicted in the upper part of the core in

the CCTF Run 14 test. The under-prediction was attributed to the W-DC

model of the wet unheated walls. The IFDC model for the highly dis-

persed flow gave reasonable results for the Lehigh pressure drop data that

did not include any unheated wall effects.

4. The hot-patch model was capable of modeling Winfrith steady-state pos[-

CHF experiments. It predicted reasonable energy input tt) coo] ant from

the bottom hot patch and did not allow any quench front propagfition

from cithc’r the bottom or top,

5 Th~’ transicmt calculati[ms converged to steady-state conditi~ms in reln-.!

ti=mly short times for the conditions of the Winfrith tests studi~’d in this

work, ThCIcalculated thermal-hydraulic paramcmrs at 25(1s wcm Nscd for

stead y-statu post-CHIJ data-mockl comparisons.

lx



8. Thewall-to-fluid heat transfer was predicted reasonably well for the

operilting parameters of the Win frith data discussed in this paper and is

expected to predict a larger range of ope. sting parameters. The maxinl~]m

relative’ error between the predicted and neasured wall temperatures w’as

less than 13%. Additional work is needed in this area to better under-

stand the effects of subcooling and heat fluxes.

9. The thermal-hydraulic model for post-CHF convective heat transfer used

in TRAC computer program was able to predict the rewetting velocity

reasonable well for the Lehigh and CCTF Run 14 reflood tests. The aver-

age slope of the wall temperature trace showed reasonably good agree-

ment with the measured data.

10. Although they are not formulated as mechanistic models, the fc)rn~u-

lation of the near-wall liquid effect and the transition boiling models

~ave reasonable results in predicting wall-to-fluid heat transfer and theo
quench-frcmt propagation. There is a need for further work for tlw axial-

dcpcnchmt transition boiling model arid the near-wall liquid C’ffc’cts,

The rc:iults cliscussml in this paper indicate that the capill,lry and ~’apl)r

Reynol(is numbers dcfinmi at the CHF point could be tl~l’ pro~lc’r diml~n-

sitml~+s numhc’rs for the moduling transition boiling, Tl~~*vapor

Rvymlids numtmr also cictcrmincs the near-wall liquid contributi(m,

ThtJ functi(mal form of this contribution indicates that it should in~-r~’asll

gradually up to the mgiiatml lAI:, bccomc maximum in tht’ agitatw! lAl:,

afld fin,~ll~,fdiminish with axial distancl} in th’e post -ngitalt’li r~’gim(’l
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TABLE 1

THE CALCULATE13 AND MEASURED QUENCH TIMES AND QUENCH FRONT

VELOCITIES FOR LEHIGH REFLOOD TEST

-. .

Location Quench Time Quench-Front Velocitya

(m) (s) (mm/s)

Exp. Calc. Exp. Calc.

0.15 62 29.6 2,42 5.1

0.30 111 108 3.1 1.91

0.45 177 178 2,27 2.14

0.60 242 2.31

aThc qucmch-frmt velocity is calculated between locaticms listed in the talil~ and,
indicates avcrag~’ va!um o~’cr a 0.15-m distance.
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TABLE 2

THE CALCULATED AND MEASURED QUENCH TIMES AND QUENCH FRONT

VELOCITIES FOR CCTF RUN 14 TEST

Location Quench Time Quench Front Velocity

(m) (s) (mmIs)

Exp. Calc. Exp. Calc,

x 0.38 70 72 5.4 5.3

1,105 151 174 8.9 7.1

1.83 333 337 4.0 4.4
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The predicted and measured pressure drops between a~ial locations of 0.0-0.61 m and 0.61–1 .22 m for the
CCTF Run 14 test.
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The predicted and measured wall and vapor temperature profiles for Winfrith Runs 149, 177, and 122.
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The predicted and measured wall and vapor tem&ature profiles for Winfrith Runs 104,98, and 157.
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Run 176.
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Thepredicted and measured wall and vapor kmperature profiles for Winfrith Runs 76 and 95.
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The effect of inlet subcooling on the predicted and measured wall and vapor temperature profiles for Winfrith
Runs 161 and 193.
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