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PREFACE

The material contained here k based on my lectures on rf linear accelerators presented for
the U. S. Particle Accelerator School (USPAC) at University of Texas, Austin, in
January, 1992, and at Hatward University, in June, 1993. Material on linear accelerators
can be found from a variety of sources, including conference proceedings, review articles,
and laboratory internal reports, the very useful short course given earlier through the
USPAC by G. Loew and R. Talrnan, Russian books on linear accelerator theory by
A. D. Vlasov, and by I. M. Kapchinskiy, tie large red book “Linear Accelerators”, edited
by P. Lapostolle and A. Septier, and some inuoductory material in several general books
on charged particle accelerators. The field 1s undergoing rapid development in many
areas as a result of interest in linear colliders, high-power proton linacs, the injector linac
for the Superconducting Supercollider, and commercial applications. Therefore, it was
clear that there was a real need for a comprehensive and systematic presentation to the
physics or engineering student, who is new to the fiel~ and it is with this objective that
these notes were produced. The material is presented assuming that the student has a
basic knowledge of classical and relativistic mechanics, and electromagnetism. The fmt
chapter contains a summaxy and review of the prextquisite material, and it was delivered
to the students prior to the first class meeting for the University of Texas course. The
remaining chapters emphasize the topics of rf accelerating structures, and linac beam
dynamics that are important for an introduction to the physics that underlies the subject.
The principles of operation of the most common linac-accelerating structures are
presente& including drift-tube linacs, coupled-cavity Iinacs, and the radiofrequency
quadruple (RFQ). In the area of beam dynamics we discuss focusing and defocusing
effects in a linac, and the longitudinal and transverse beam dynamics both for
nonintemcting particles and for high-intensity beams. We discuss phase space, rms
emittance, the xms-envelope equation, space-charge dominated beams, wake fields, and
emittance-growth mechanisms, all of which are important for modem high-intensity
linacs.

I would like to express my thanks to Mel Month, and the staff of the USPAC for their
help and advice, to Margaret Dienes, who edited the lecture notes, to AT-Division at Los
Alamos, including Jim Stovall, Stan Schrhx, and Bob Hardekopf for their suppom and
to the AT-Division publications group of Carolyn Beckmann, Anita Rodriguez, and
Barbara Maes. I especially want to thank my colleague Jim Billen, who helped me in
presenting the courses, and who worked all the problems and helped to clarify many of
the physics issues associated with the problems. Thanks to the staff members of AT-
Division with whom I was able to discuss many of these topics. Putting this material
together took a lot of time during evenings and weekends, and I want to thank my family,
my wife Julie, and my children Mike and Anne for their patience and support.

Los Alamos, April 21, 1993 Thomas P. Wangler
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INTRODUCTION TO LINEAR ACCELERATORS

Thomas P. Wangler
Los Alamos National Laboratory

Los Alamos, NM 87545

1 PRELIMINARY TOPICS AND REFERENCE MATERIAL

1.1 Units

The units most commonly used in accelerator physics calculations are the S1 or
MKS units, with tsvo notable exceptions.

(1) The magnetic flux density “is sometimes expressed in gauss units. The
conversion factor between tesla and gauss is 1 gauss= 10A tesla.

(2) Beam energy is usually given in electron volt (eV) units rather than joules. The
electron volt is defined as the energy acquired by a particle with charge equal to the
electron charge that has been accelerated through a potential difference of 1 volt. The
conversion f ~ctor between electron volts and joules is
1.60217733 x10-1 joules = 1eV.

The particle mass is usually expressed as the ratio of its rest energy to c2 in eV/c2
units.

1.2 Important Constants and Some Vector Relationships

Some important constants are given in Table 1.1. from Phys. Left. B239 (1990).

Table 1.1 Constants

Speed of light c 2.99792458 X 108 111/S

Electron ch~ge e 1.60217733 X10-1$’C
Electron mass me 0.51099906 MeV/c2
Proton mass mP 938.27231 MeV/c2
Atomic mass unit* u 931.49432 MeV/cz
Permeability of free space W1 4Z x 10-TT-m/A
Permirnvity of free space a 8.854187817x10-1Z F/m
DC resistivity of room temperature
copper (nominal value) lIG 1.7 x 10-8W-m

*Mass of lzC/12.

Some useful differential relationships are given in Table 1.2.

..-
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Table 1.2 Differential Relationships
Carbian coordktes I Cylindrical coordinute9

Orthogomd line elcmenta

&, dy, (&
I

dr, r d8,&

Camponente of gradient

The divergence of A =- V ● A

Table 1.3 contains usefid vector relationships.

1.3 Review of Relativistic Mechanics2S3

Consider a particle of mass m and speed v. If c is the speed of light define ~ as

p=v/c

The relativistic mass factory is defined as y = 1/ ~1- ~2.

The momentum is ~ = ym~ The kinetic energy is W = (y - l)mc 2. The rest energy
is mc2 The total energy is U = W + mcz = y m cZ. The nonrelativistic
when ~ cc 1. Then

limit applies

9

2
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Table 1.3 Vector Relationships

Xx(lix t). (x “ w- (1” 3)1

VX(VXX)=V(V *X)-V.%

V.vxx-o

V. V*=V2$

Vxv$l.o

1.3.1 Convenient Relativistic Conversions

(a) Velocity to kinetic energy:

y=l/Jl-p2; W = (y - l)mc2 .

(b) Kinetic energy to velocity:

(c) Energy to momentum:

M= 47=.

For small differences:
. . .

M= Y3NM h= 13MlJYk 3W = mc’?iy, bp = mc~(~y).

3



Dynum”cs:
~_~=md(~)

dt dt “

For a particle of charge q in an electromagnetic field the Lommtz force k

F=q(E+vx E).

1.4 Summary of Electromagnetic F]elds and Maxwell’s Equations in
Vacuum2-d . . .

Definitions:

p (charge density), j (current density),

~ (electric field), ~ (magnetic-flux density), ~ (magnetic field).

iiqloii.

Maxwell% equutiom (dflerentialform):

V. ~ = p / eO Gauss’s law,

vmg. &

VXE= -~fi / at Faraday’s law,

V x R = ~ + eoil~ / & Ampere’s law,

v+ -~p / at continuity equation.

A4axwe11’sequutionr (integral form):

JEo:&A-JpdV Gauss’s law,
&~

. . .

JEo&- Jaii— ● d~ Faradays law,
at

4
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J JQV continuity equation.j.zs=– ~

Wave equation:

~~~ 1 a2E I a2fi—=Q v2fi_—— = o.
-7 at2 C2 at2. . .

Boundwy Conditions on Conducting Walls:

At the surface of a perfect conductor, only the normal elecrnc-field component and
the tangential magnetic-field component can be nonzero.

1.5 Cylindrical Waveguide (propagating) Modes:4”5

1.5.1 TEmn modes

The field components are given by

B== AJ~(kwr) cos me exp[j(cot - kZz)],

B,= -j ~AJ~(kmr) cos mOexp [(j(ot - k,z)],
M1’1

Be= j.~-AJ~(k~r) sin me exp [(j(cot – kzz)],
Itl%l

EZ=O , E,=coBe/kZ , Ee=-wB, /kZ.

(D2/ C2= k~ + kg dispersion relation,

where km = XL /a [defind by, J~(x&) = O] and k;= 2X / km,=.
.

. . .
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%,1

Figure 1.1. TE-mode field patterns in

1.5.2 TMmn Modes . . .

The field components are give by

a eireular waveguide.

E== AJ~(kmr)cosmeexp[j(@t - kzz)] ,

E,= -j ~AJ’~ (kmr)cosm6exp[j(@t - kzz)] ,
mn

E8=j ~z~AJ~(k~r)sinm6exp[j(mt – kzz)],
Inn

BZ=O , B, = -CDEO/ kzc2 , Be = a)E, / kzc2 .

k2 + k: dispersion relation,6)2/c2= ~

where km = x~/a [defied by J~(xm) = O],and kz = h/kguide.

Nomenclature:
The subscript m (m = O, 1,2, ...) is the number of full period variations in 0 of the

field components. The subscript n (n= 1,2, 3, ...) is the number of zeros of the axial
field component in the radial direction in the range 0< r ~ a, (excluding r = O).

The lowest frequency mode for a given m, n family 1scalled the cutoff frequency.
This occurs when kz =oOr@de=-. Then k = km, and

[

x~ c /a forTE modes
co==o=kmc=

x~ c / a forTM modes1
Figure 1.2 shows the field pattern for the lowest TM mode.

. . .
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Figure 1.2. TM-mode field patterns in a circular waveguide.

1.5.3 Wave Velocities . . .

The phase velocity is the veloci~ of a point of constant phase. For the waveguide
modes

The group velocity is the velocity at which the energy, consisting of a finite frequency
region of the spectrum, propagates. For the waveguide modes

1.5.4 Bessel Functions

The first few Bessel functions of order m are shown in Figure 1.3. The derivatives
can be easily calculated from

J~(x)= Jm-1(x)- Jm+I(x)

2’
and J:(x) = -Jl(x) .

Fig. 1.3 contains the zeros of these functions.
The modified Bessel function is defined as

I~(x) = j-mJ~ (jx) .

I:(x)= 1~-1(x) – 1~+](x)
2

and Ii(x) = Ii(x) .

The first few are shown in Fig. 1.3. The expansions to lowest order of the first few
Bessel functions are usefid. We have

7
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1.6 Cylindrical Resonator (standing-wave) Modesd~5

1.6.1 TEmnP Modes

The field patterns for some common modes are given in Fig. 1.4 and the field
components are given by

B== BOJ~(k~.r)cosmesin(p~z / l)exp[jot] ,

B = ‘x a BOJ~(kwr)c0sm6cos(pzz / l)exp[j~t] ,r 4P..c Am

,..

Be= –~~BOJ~(k~r)sin m6cos(pnz /.4)exp[j6.)t] ,
mm

EZ=O,

E, =jw~ BOJ~(kMr)sinm6sin( pnz / l)exp[jcot] ,
XM r

a BOJ~(ktir)cosmO sin(pnz / l)exp[jwt] .Ee=jm—
XL

c112/ C2=k~+k; dispersion relation,

where km = ~ (defined by J~(x~) = O)

27C
and k= = —=?, p=l,2,3, ... .

k gui&

‘@@ ‘-Eii
‘Em ‘ode- ’011 ‘de ’012

mde ‘E021 ‘ode ‘E112 ‘de ‘E1’21 ‘de

Fig. 1.4 TE-mode field patterns in cylindrical cavity resonator.
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1.6.2 TMmn p modes

The field patterns for some common modes are given in Fig. 1.5 and the field
components are given by

EZ = EOJ~(k>r)cOsmecos(pxz / l)exp[jcm] ,

‘n a EOJ~(kmr)cosmesin(pnz / Z)exp[jwt] ,E,= -——
t Xm

. . .

Ee = –~~EoJm(kmr)sinmesin(pnz /f)exp[jcm] ,
m

BZ=O ,

B,= ~EoJ~(kMr)sin m(lcos(pnz / ~)exp[jcot] ,–jw ~
~rc

Be= -ju a~EoJ~(k~nr)cosm(lcos( pZz / /)exp[jcot] ,
mn

C!)2/ C2= k: + k: dispersion relation

where km = ~ (defined by Jm(xm ) = O )
a

2X pn
and kZ = —=7, p=o, 1,2, ... .

k guide

..-
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*B @
’010

mode
’011 ‘e %11 ‘de ~olz ‘de E—

H —.

~ozl ‘e ~031 ‘e %.22 ‘de ’122 ‘de

Figure 1.5 TM-mode field patterns in cylindrical cavity resonator.

1.6.3 Summary of Dispersion Relations for Cylindrical Resonators

[

0,1,2, ... for TM modes
P = 1,2,3, ... 1for TE modes ‘

[

Xm c/a for TM modes
Cl)c=

x~ 1c/a for TE modes “

Nomenclature:
The subscript m (m = O, 1,2, ...) is the number of full-period variations in (3of

the field components. The subscript n (n = 1, 2, 3, ...) is the number of zeros of the
axial field component in the radial direction in the range Oc r < a (excluding r = O).
The subscript p (p = O, 1, 2, ... for TM, and p = 1, 2, 3, ... for TE modes) is the
number of half-period variations in z of any field component.

. . .
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1.6.4 Cavity Resonator Characteristics and Definitions’$-b

Quality factor:

Q=(i)
cavity stored energy aW=—

average power dissipated P “

Stored energy:

In the steady state for any reson~t mode, the electric and magnetic stored energies
oscillate in time, 90° out of phase. The total stored energy U remains constant. The
time-averaged electric and magnetic energies are equal. It is usually easiest to calculate
U by using either the electric or the magnetic term alone with the peak value of the field
in time.

Power dissipation:
The rf currents and the ohmic losses are confined to within about a skin depth at the

surface. If dS is the area element on the cavity walls, the average power dissipation per
cycle is

where P is the average power over an rf cycle, in watts; His the peak magnetic field at
the surface in amperes per meteq dS is the surface area element in meter squared, and
Rs is the rf surface resistance in ohms. For normal conducting metals

where c is the dc conductivity and 8 is the skin depth, given by

Recall that w = 2 zf is the rf angular ilequency. For superconducting niobium the rf
losses are also confined to the region at the surface. For the rf surface resistance we
will use the formula

. . .
R,(Q) =9X 10-5

f2(GHz) [1T(”K) “p ‘a+ + ‘mid”d ‘

12
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where a = 1.83, and Tc = 9.2K is the critical temperature. Rresidu~ is the residual

3resistance, whit is the result of vari_tus imperfections in the surface and typically lies
in the range 10 Q < Rmsidu~ <10 S2.

Lo&d and unloa&d Q:
In the steady state the genefitor supplies the power losses in the cavity walls. If the

generator also supplies power to elements external to the cavity, this should be included
in the calculation of the Q. We define Q. as the quality factor of the cavity unloaded by
the external elements. Thus

The total (loaded) power supplied by the generator is

P~ = P=@+ P=m~ .

(NJ
If the loaded quality factor is QL ~ — ,

P-f

111
then — — —

QL=Qo+Qm

1.7 Equivalent Lumped

cJNJ
where Q=t = — .

P cxtcmat

Circuit Model of Cavity Resonant Mode

A cavity mode is often represented by an equivalent parallel resonant circuit driven
by a current generator (Fig. 1.6). The current driven by the generator causes a voltage
across the circuit. We have

1
where co; =— and z=2RC.

LC

..-

r ——-. .— - 1

I

v(t) I

+
I

‘1
I
I
I

L —— --- -- J

Fig. 1.6. Circuit model of cavity resonator.

13



This is the equation for a damped driven oscillator.
with driving frequency 0 as

l/ C= FOcos@t.

We express the driving term

It can be shown that if the peak voltage is V, the stored energy is

U=$CV2,

the average power loss per cycle is. . P = V2 / 2R,

@J Cl)()%and the quality factor is Q = — = —
?2”

The steady-state solution is V(t)=
-*’

2a/T
where tan $=—

U;– U2 “

This results in O=WO when @=90”,

OCWO when O<$c90” ,

m > coO when90” <~ <180”.

For fixed ~ and freed t, if resonance is defined as the frequency that gives maximum
amplitude, resonance comesponds to

u, =u%ll:-2/T2.

The resonant amplitude is V()((i)r)= o

*

1“—-
(0.7)2

By convention the bandwidth of an oscillator is the frequency difference A@between
the half power points of the resonance response curve. This voltage is lower than the
peak by m. ThUS

..-
AWs 21cI)- W,1=2/z =oo/Qo.

14



Then QO=tOO/A6).

Oscillators are classified as overdamped, critically damped, or underdamped. For a
high-Q resonator we deal with the underdamped case. If at t = O the driving force is
tumcxi off, with the oscillator in the steady state, the voltage decays as

V(t) = VOcos(q’r + &)exp(-t / @,

where co; =(i)~-1/r2, z=2Qo/uo.

1.8 TMO10 Cylindrical Cavity Mode2-5

Because this mode (see Fig. ”1.7) is the most similar to the mode used for
acceleration in linear accelerator structures, it is important to study it more closely to
understand its characteristics. The nonzero field components are

~Jl(kolr)cos(ax),E== EoJO(kolr)sin (6X), B. = c

with CD/C= ~1 = W1/a where XO1= 2.405. Thus the frequency is independent of the
cavity length for this mode, but depends on the cavity radius a as

c1) kolc = 2.405c—=—
2X 2X 27ra “

Note that the electric and magnetic fields are 90° out of phase. The electric field
maximum EO is at r = O, where J has its maximum. The magnetic field maximum,
B = 0.5819 Eo/c is at r = 0.76~a, where J1 has its maximum. The ratio of peak
magnetic to peak electric fields is

B~,x = 0.5819=19 ~ gauss
.

Emu c MV/m”

For a cavity of length 4 and radius a the stored energy is

u= $@a2E~J~(2.405).

The power dissipation on the walls is

P = nfiaR,E~J~(2.405)[1 + a].
. . .
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Figure 1.7 Fields for a TMoIo mode of a cylindrical (@box) cavity resonator.

The frost term comes from the losses in the cylindrical wall and the second term horn
those in the two end walls. The quality factor is

(NJ POC 2.405
Q~=~=~ ~+a “

s
n ?

1.9 Coaxial Transmission Line4~5

-- We are interested in the TEM mode of a coaxial line (See Fig. 1.8). The nonzero
field components are
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Be= ~exp[j(~t - Q)],

where ~ is the current that flows on each conductor. The field pattern is shown in
Fig. 1.9. Note that the electric and magnetic fields are in phase. The relationship
between frequency and wave number is the same as in free space, u = ~c. The
capacitance per unit length between the conductors is

. . .

c,
_ 2XE0

lnb/a’

and the inductance per unit length is L1=~lnb/a.

I

Fig. 1.8. A section

[/.~...../x/r../J

of coaxial transmission line.

Uo InL1=—
2X

b/a .

I I ~‘t 1’‘‘ ~

Fig.1.9. Field distribution for the principal mode in a coaxial line.
. . .
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The characteristic impedance of a transmission line is the ratio of the peak voltage
across the conductors to the peak current in the conductors when a traveling wave
propagates along the line. The peak voltage is related to the peak electric field by

E,= ‘0
rlnb/a”

The characteristic impedance is rZo+yn::’a) .
1.10 Coaxial Resonator (k/2 or half-wave Resonator)4~s

A coaxial resonator (Fig. 1.10) is formed by placing conducting end walls on a
section of coaxial line. When the section length is an integer multiple of half
wavelengths, a TEM resonant standing-wave mode can exist. Resonance occurs when
the boundary condition on the end walls, ~ = O, is satisfied. This occurs when the
conducting walls are separated by a distance

4=pk/2, p=l,2,3, ... .

The nonzero field components are

Be= &cos (pxz / l)exp[jcot] ,

rE,=-2j ~~ sin (pxz / l)exp[jcot] ,
&o 2X r

pm
where w = kZc= —

4’
p=l,2,3, ... .

The stored energy is U =
po@ in (b / a)

27C

rplt po ln(bla)
and the quality factor is Q. = — —

. . . ‘s ‘°K:+3+41n:l“
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The most common resonator of this type corresponds to p = 1, and is called the half-
wave resonator. A full-wave resonator corresponds top = 2.

-——- ---- __

(
---—-_____

I I
I Volpge i

.“>en,—.-
Fig. 1.10. Coaxial resonator with voltage and current standing waves.

1.11 Capacity-Loaded Coaxial Resonator (1/4 or quarter-wave
resonator)dsS!7

A widely used type of resonator for accelerator applications is the coaxial line
terminated at one end by a shoz and at the other end by a capacitance (Fig. 1.11). The
transition fkom a coaxial line resonator to a cylindrical cavity is shown in Fig. 1.12.
The capacitive termination can be accomplished in practice with a coaxial line that has,
at one end, a small gap between the center conductor and a conducting end wall. To
obtain the resonant frequency we use a result of transmission line theory, namely, that
the impedance between conductors at a distance Xfrom a shorted plane is

Z=jZotan(2nl/k) ,

where ~ is the characteristic impedance.

1 I
z-t z-o

?

A I
(a) (b)

Fig. 1.11. Short gap coaxial resonator with equivalent circuit.

For 1 < Z/4, Z is positive and an inductive impedance. This is the impedance
looking back into the coaxial line from the gap. A resonant mode will exist at
frequency w if a capacitance is placed across the line such that
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l/mC=ZOtan(2xl/Z).

For co C ZO<c 1, the resonant modes correspond approximately to 4 = k /4, 3k/4,
51/4, etc. As m C ZOincreases, 4 decreases at resonance, so that for the lowest mode
4 < A/4. Thus the capacitive loadin shortens the resonator.

&Recall that the chamcteristic irn ce of the coaxial line is

Thus resonance occurs when
,..

rtan(2Xt/k)= ~ 2X
pO uCln(b/a) “

Accurate design formulae for the quarter-wave resonator are given by Moreno7.

El
Fig. 1.12. Transition from coaxial line to cylindrical resonator, showing electric field

lines.

1.12 Quadruple Lenses

The quadruple lens generally provides the strongest transverse focusing and is a
universal feature of accelerators. The pole tips ideally have hyperbolic profiles. The
quadruple gradient is

~ _ i3BX_ ~BY

ay X“

For a particle moving along the z direction with
coordinates (x,y), the Lorentz force components are

velocity v and with transverse

FX= VGX, FY= –vGY .

If.G.is positive, the lens defocuses in x and focuses in y. If G is negative this polarity
reverses. The two polarities are shown in Fig. 1.13. Although individual quadruple
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lenses focus in only one plane, they can be combined with both polarities in doublets,
triplets, and higher muhiplets to give overall strong focusing in both transverse planes.

Fig. 1.13. Magnetic fields in horizontal and vertical focusing quadruple lenses.

1.13 Hill’s Equation%g

Beams in linear accelerators are usually focused by discrete elements that provide
restoring forces, which are linear functions of the displacement from the equilibrium
trajectory. The particle trajectories are then solutions of Hill’s equation, which has the
form

x“+K(s)x = O ,

wheres is the axial direction, x is the displacement and x“ = dzx/dsz. The divergence
angle is X’= dx/ds. In linear accelerators the quantity K(s) is usually nearly periodic.

1.13.1 Transfer Matrix Solution of Hill’s Equation

Because Hill’s equation is a linear second-order differential equation, its solution
can be written in matrix form. We can write

where w and XO’are the initial displacement and divergence and x and x’ are the final
wilties. The 2 x 2 matrix is called a transfer matrix, and, because Hill’s equation does
not contain any f~st-denvative term, its determinant can be shown to equal unity. In
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linear accelerators we will be interested in field-free drift spaces with K = O, and in
quadruple magnets that give (transverse) focusing when K >0 and defocusing when
K c O.Denoting the transfer marnx by R, the following results can be derived.

Drifi space (K = O):
. .

[114
R=

01’
where 1 is the drift length.

Focusing quadruple (K> O):

[

sin gl

1-%% s “R= “
.

qG
where 4 is the length, and K = — with G as the quadruple gradient.

mc~y ‘

Defocusing quaah.qole (K c O):

r

Thin lens:

R=

II
+i : where f is the focal length.
–f

When the sign is negative this is a focusing lens, and when po “ “ve it is defocusin .
r !The quadruple lens approximates the thin-lens form when IKll!+ O, while IK4

remains finite. Then for a thin-lens quadruple,

j=lKlf=s.

1.13.2 Matrix Solution Through Piecewise Constant Elements

The total transfer matrix through a sequence of piecewise constant elements is
obtained by taking the product of the individual R matrices, talcen in the correct order.
If the beam is transported through the elements 1, 2, 3, .... n, the R marnx is R =
R;; .... R3, R2, R1.
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1.13.3 Phase-Amplitude Form of Solution to Hill’s Equation

When K >0, Hill’s equation is that of a harmonic oscillator. When K = K(s) we
are interested in a solution to Hill’s equation that has a form similar to that of a
harmonic oscillator. This solution is sometimes called the phase-amplitude form of the
solution and is written

x(s) = J’COS(O(S)+$1) $

where ~(s) and ~(s) are called the amplitude and phase functions, and & and $ are
\!constants determined by the initial conditions. The functions ~(s) and O(S are re ated

by
. . .

We now assume that K(s) is a periodic function ofs. Then two other functions of ~(s)
are defined as

1 dj3(s)
~(S) = -~~ , and y(S)= 1‘a(s)2 .

p(s)

The quantities et(s), ~(s), and y(s) are sometimes called Twiss parameters and
sometimes Courant-Snyder parameters. These can be shown to be periodic functions
with the same period as K(s). The coordinates x and x’ satisfy the equation

y(s)x2 + 2a(s)xx’ + p(s)x’2 = El .

This is the general equation of an ellipse centered at the origin of x-x’ phase space,
whose area is A = &l/n . When a is nonzero, the ellipse is tilted. Because w ~, and y
depend on s, the ellipse varies with s. But, because these pammeters are periodic in s,
if the coordinates lie on a particular ellipse at location s then, the coordinates at a
location one full period away lie on the same ellipse. Also, it can be shown that the area
of the ellipse is invariant with respect tos.

If a new set of initial conditions is chosen, &Jand@ will be different. At a given
location s, the new coordinates lie on a concentnc, simiki.rellipse with the same a, j$
and y as for the fust trajectory. Because& is different, the area of the new ellipse will
be different, and because $ is different, t!hephase or position of the new coordinates
on the new ellipse will be different. The general ellipse is shown in Figure 1.14. The
values of &l, a, ~, and y determine the projections and the intercepts on the x and x’
axes.

A particle beam at any location in a focusing channel consists of a large sample of
particle coordinates each on its own ellipse, each enclosing its own area, and each with
its “owninitial phase. Each ellipse changes periodically as a function ofs, and each
ellipse area remains constant. At eachs all the ellipses are concenrnc and self-similar.
When K >0, the solution reduces to that of a haxmonic oscillator. Then the ~ function
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is
a

constant and equal to ~ = kL2z, where 1 is the wavelength of the
= O, and the ellipse is always upright.

oscillation. Also

(xl

‘A.. =&

x

Controid

Fig. 1.14. The general ellipse and its parameters.

1.13.4 Transfer Matrix Through One Period

The general solution to Hill’s equation is

x(s) = J’COS($(S) + $1) ,

x’(s) =-~-[a(s)cos(+(s) +$l)+sin(+(s)+$,)] .

Usixuzthis solution one can derive the transfer matrix between any two locations A and
B as-

R(A + B) = r1%—(cosA@+ a* sin A@)
PA

msinA@ -

–(1+ aAct~)sinA@+ (a~ - aA)cosA~

r
“ (cosA$-a~sinA@

JPAI% E

where A+= $B- @A. When locations A and B are comesponding points in the periodic
lattice that are one period ap~ (XA= (XBand PA = ~B . The transfer matrix through
one full period M is then

[

coso+asinc ~sin~
P= R(s+s+P)=

. . . -ysin 6 1coso-ctsinc ‘
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where ~ = PA = ~B, ec= aA ‘-B, ‘y= 7A = ~, and 6 = A @ iS the phase advance
per period of every particle, each on its own trajectory ellipse. If the focusing is too
strong the solution is unstable. The requirement for stability is

lTr Plc2,

where Tr P is the trace of the P matrix. Generally one finds that this restricts the phase
advance a to satisfy Oe c <Z.

The phase advance px period G is related to the ~ function by

Jpds
Cr= —. . . P(s) “

This relationship unambiguously determines C. It is also useful for getting an estimate
of the average ~ value over the period. If ~ is assumed to be constant, equal to its

b
average value, then (3)= P/o, where P is the period. Typically, if a is equal to about
1 radian, then (~)= .

The above result for the P matrix is useful because it provides a simple method for
obtaining the a (s), ~ (s), y (s) functions, and the phase advance per period 6. By
transporting two orthogonal trajectories, beginning at locations, over one full period,
either by numerical integration through the specifkd fields or by marnx multiplication
for piecewise constant elements, the transfer matrix elements can be calculated. These
can then be compared with the elements of the P marnx to obtain the values of a(s),
~(s), y(s) and CS.

1.14 Thin Lens FODO Periodic Lattice

The FODO lattice structure is the most common focusing structure used in
accelerators. Each period contains a single F (focusing) lens and a single D
(defocusing lens) of equal strength, separated by equal drift distances of length L
(Fig. 1.15). The resulting period is P = 2L. For simplicity we assume thin lenses.
We summarize the results beginning at four different locationss in the period.

Case 1 Beginning at center of focusing lens:

After multiplying the matrices above and equating the result to the transfer matrix P
through one period, one obtains

L2 L l+sinc/2 a o
cosa= l-— sin ~ =—.

2f2 ‘ 2 2f
~=2L =.

sin 6
..-

25



+’+’+
f f f

Fig. 1.15. The thin lens FODO lattice.

Case 2 Beginning at center of defocusing lens:

~2
.(J L l-sin6/2 ~=~

cosa=l-—
2f2 ‘ ‘lnT=z’

j3=2L .
sin a

Case 3 Beginning at center of drift after focusing lens:

L2 L
coscJ=l ——~f2 ‘ sin~=—,

2 2f

Case 4 Beginning at center of drift after defocusing lens:

. . .
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~2 L
cosG=l– — sins=—, ~=~f2 ‘ 2 2f

~[2 - sin2(a/2)], a= 2si~~~ 2) .
sin 0

The beta function is maximum in the focusing lens and minimum in the defocusing
lens. The ratio of the beta functions in the focusing and defocusing lenses is

p_~,, =1+ sin(cr/ 2)

~ti I-sin(c/ 2) “

If the quadruple lens is focusing in the x plane, it is defocusing in the y plane.
Therefore this ratio is also the ratio of beta functions in the same lens in the two
different planes.

B comparing cases 3 and 4, in”~e center of the drift space, we obtain the result
px=~ymdax=-ay.

It is of interest to calculate several values of csas a function of IJfi

This is shown in Table 1.4
Table 1.4

Ma

2

* :/2
1 X13

The solution is unstable for c 2 x which means that the focal length must satisfy
f2L/2.

1.15 Problems

1-1. What is the kinetic energy in units of both Joules and electron volts for an
electron accelerated through a dc potential of 1 megavolt?

1-2. Find an expression for the fractional error when the nonrelativistic approximation
for kinetic energy as a function of ~ is used. (a) At what values of ~ and y does the
error in kinetic energy equal 170? (b) To what kinetic energy does this cormpon~ for
electrons and for protons?

1-3. If the only nonzero components of the electromagnetic field in cylindrical
coordinates are Er, Ez, and Be, write the nonzero components of the Lorentz force for
a particle of mass m and charge q moving along the z direction with velocity v.

1-4. The rate of work done by a force F acting on a particle with velocity v is ~. 7.
Using the definition of the Lorentz force and the appropriate vector relationship, derive
the expression for the rate of kinetic energy gain for a particle of charge q, and show
fiat “themagnetic force does not conrnbute.
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1-5. A commercial cylindrical waveguide has a diameter of 1.5 inches (3.81cm). (a)
Identify the two modes with the lowest cutoff frequencies. (b) For both modes write
the expressions for the six components of the electromagnetic field. (c) For both
modes plot the dispersion relation, i.e. frequency (CI)/2z)versus wave number (kz = 27t
/ ~guide) both on the same graph.

1-6. A cylindrical resonator has a diameter of 1.5 inches (3.81 cm) and length 1 of 1
inch (2.54 cm). (a) Calculate the resonant frequency of the TMO10, TM 110, TEO11,
TE1 I I, andTE211 modes, and list in order of increasing frequency. (b) For the two
lowest-frequency modes plot the dispersion relation, f (= W2n) versus kz( = pall),
both on the same graph. For simplicity, label the abscissa with the Iongitudmal mode
index p (that is, units of dl for p = O to p = 5. (Recall that the TE modes have no
resonance at p = O.) . . .

1-7. Repeat the exercise of problem 6 for the same diameter resonator but with
different lengths. (a) 4 = 7.725 cm. Note the frequency of the TEllz mode compared
to the TMo1omode. How did it change relative to the result of problem 6? (b) 1 = 25.4
cm. Note that all of the fmt five TEIIP modes now lie below the TMolo ~uency.

1-8. Calculate the rf surface resistance and skin depth of room temperature copper at
400 MHz. Use a dc resistivity ml = 1.7x lbg f2-m.

1-9. Calculate the rf surface resistance of superconducting niobium at 400 MHz.
Assume a residual resistance Rresidual =20 x 10-9 W. What is the ratio of the rf
surface resistance of superconducting niobium to that of room temperature copper?
(a) Assume T = 4.2 K, (b) assume T = 2.0 K.

1-10. Design a room temperature cylindrical cavity that operates in the TMOlIImode at
400 MHz with an axial electric field EO= 1 MV/~ and a length 4 = 1./2, where k is the
rf wavelength in free space. (a) Calculate the length and diameter of the cavity.
(b) Calculate the maximum B and H fields on the cavity wall. Where does this occur?
(c) Calculate the B and H fields on the cylindrical wall. (d) Calculate the
electromagnetic stored energy in the cavity. (e) Use the value of Rs from problem 8 for
a room temperature copper surface to calculate the power loss P, the quality factor Q~
and the decay time z. (f) Repeat part (e) using R~from problem 9 for a 4.2 K niobium
surface.

1-11. Design a half-wave coaxial cavity to be used as a 100-kW resonant load at 400
MHz. To absorb the rf power, use a 20-cm-diameter stainless steel pipe as the center
conductor inside a 60-cm-diameter copper cylinder with copper end walls. This type of
cavity is easily cooled by flowing water through the center conductor. (a) Ignoring any
effects of the coupling loop and probe, calculate the length of the cavity. (b) Assume
that the room temperature surface resistance of stainless steel is 6.5 times that of
copper. (From problem 8 the copper surface resistance at 400 MHz is 0.0052 fl.)
Calculate the power dissipated on the center conductor, end walls, and outer wall. (c)
Calculate the cavit stored energy and the unloaded Q. (d) What is the peak power

1density in watts/cm on the inner and outer conductors?
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1-12. A quadruple magnet of effective length 4 = 3.25 cm is operated at a gradient of
100 T/m, and is used for focusing a 5-MeV proton beam. Calculate the focusing
strength K and the thin-lens focal length.

1-13. A 5-Mev proton is incident on the quadruple magnet of problem 12. The initial
coordinates of the proton at the entrance plane of the quadruple are x = 3 mm, x’ = O,
y= O,andy’ = O. Calculate the final divergence angle x’ at the exit plane of the

quadruple, using the following assumptions: (a) The quadruple has constant field
over the effective length and is focusing in the x plane. (b) The quadruple has
constant field over the effective length and is defocusing in the x plane. (c) The
quadruple obeys the thin-lens approximation and is focusing in the x plane.

1-14. Consider a FODO lattice composed of the same beam and quadruples as in
problems 12 and 13. Assume the thin lens approximation is valid, and assume the
center-to-center spacing of the quadruples is 10 cm. (a) Calculate the phase advance
per focusing periods of the beam particles. (b) Calculate the Twiss parameters a, ~,
and y of the trajectory ellipses in the middle of a focusing lens. (c) Repeat the Twiss
parameter calculation in the middle of a defocusing lens. (d) Repeat the Twiss
parameter calculation in the middle of the two drift spaces.

1-15. Assume the emittance in the x plane of the ellipse on which the largest amplitude
particle lies is&l =30 mm-rnr (3 X 10-5 m-radians). (a) Use the results of Section
1.13 (see Fig. 14), and th
tabulate the projections s~e~~$=;~m:f%%::a::$
the four locations in problem 14, beginning at the middle of the focusing lens. How
large must the aperture be in the quadruples so that the largest-amplitude particle is
transported? (b) Use the projections and intercepts calculated in part (a) to make a
rough sketch of the ellipse at each of the four locations (middle of the lenses and of the
drift spaces), beginning with the middle of the thin focusing quadruple, with the same
scales for all plots. &

r1-16. pose the particle with the maximum amplitude of problem 15 has coordinates
x = &# = 3.22 mm and x’ = O at the middle of a thin focusing lens. (a) Use the
trans er marnx through a period to calculate the particle coordinates x and x’ at the
middle of the next thin focusing lens. (b) Plot these two points on the ellipse at the thin
focusing lens sketched for problem 15. The phase advance from one focusing lens to
the following one was calculated for problem 14. Do the plotted coordinates look
qualitatively consistent with this?

.,.
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2 INTRODUCTION AND GENERAL PRINCIPLES

2.1 Inherent Advantages of Linear Accelerators

A linear accelerator (linac) produces energetic particles by acceleration in a straight
line. It is also common usage to restrict ~e definition to devices configured as an array
of low-voltage cells. Some further resmct the definition to include only accelerating
suuctures that support time-varying electric fields. By this definition dc accelerators are
excludd, these also have a linear geometry, but are usually considered as a separate
category of accelerator. The electric fields for acceleration in linear accelerators have
been produced by two methods: (a) the ?f linuc cells are sections of waveguide or
resonant cavities that contain sinusoidally varying electromagnetic fields, usually in the
UHF and microwave frequency ranges; (b) the inductwn linac cells use a pulsed current
that passes through a magnetic toroid to produce a rapidly changing magnetic flux,
which, by Faraday’s law, induces a voltage across an accelerating gap. We will
emphasize the rf linacs. However, some of the beam dynamics treatments also apply to
induction linacs.

The main advantage of the linear accelerator is its capability for producing high-
energy, high-intensity charged particle beams of excellent quality (small diameter and
low energy spread). The main reasons for these attractive characteristics include the
following. (a) Acceleration to high energies is not limited by electrical breakdown as in
dc accelerators. Electric bakdown limits the maximum energy for singly charged ions
in dc accelerators to several tens of MeV. (b) Strong focusing can easily be provided
for containment of high intensity beams. (c) The beam traverses the structure in a
single pass, and therefore repetitive exposure to error conditions causing destructive
beam resonances, as in a circular machine, does not occur. This raises the current limit
for acceleration of high intensity beams. (d) Because the beam travels in a straight line,
there is no power loss from synchrotronsradiation, which usually is a problem for high
energy electron beams in circular accelerators. (e) Injection and extraction are simpler
than in circular accelerators. The natural orbit of the linac is open at each end and
therefore, although the beam must generally be bunched before injection, special
techniques for these beam transfers are unnecessary. (f’)The linac can operate at any
duty factor all the way to 100% duty or CW (continuous-wave).

2.2 Applications

Here we include both existing and proposed applications. For electron linacs the
present applications of most interest include: (a) Elementary particle-physics
applications including electron-positron colliders (advantages are the avoidance of
synchrotrons radiation losses that are suffered by relativistic electrons in circular
accelerators, and high beam quality); (b) high quality electron beams for free-electron
lasem, (c) pulsed neutron sources for nuclear physics and material sciences; and (d) x-
ray sources for radiotherapy.

For proton sources the main applications include (a) injectors to high energy
synchrotrons for elementary particle physics; (b) meson production for nuclear physics;
(c) CW spallation neutron sources for materials studies, breeding of nuclear fuel,
transmutation of nuclear wastes, or new fission reactor concepts; (d) CW neutron
sources for materials studies related to fusion reactors; and (e) medical applications
such as boron neutron-capture therapy.
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There are also linacs for heavy ions, whose applications include (a) linacs for
nuclear physics research; (b) ion implantation for semiconductor technology; and (c)
10-GeV linacs for heavy-ion-driven inertial-confinement fusion.

2.3 Overview of Linear Accelerator Technology and
Operating Principles

The accelemtor structure is driven by an rf generator, which injects high frequency
electromagnetic energy through a transmission line or waveguide. Because the
accelerator uses a sinusoidally varying elecaic field for acceleration, particles can either
gain or lose energy depending on their phase relative to the crest of the wave. Therefore
the accelerator must provide an electric field with the correct phase relationship relative
to the beam to maintain acceleration along its length. Also, to provide acceleration for
all the particles, the beam is groupd into bunches as shown in Fig. 2.1, that are
nominally separated longitudinally by one period of the electromagnetic field
oscillations(rfperiod).- - -

Particle

‘t

—

Acmleratlng
Fiald

n

Fig. 2.1. Beam bunches in an rf Iinac.

Two approaches have been used.
(a) Traveling-wave structures, where the accelerator functions as a waveguide in

which the injected electromagnetic wave travels with a phase velocity equal to the beam
velocity along the entire length. The beam particles gain energy continuously from the
longitudinal electric component of the wave, depending on their phase relative to the
crest. The wave propagates with attenuation because of the ohmic losses in the structure
walls, and beam loading if the current is high, and after a certain distance the remaining
power is absorbed in a load, whose impedance is matched to the characteristic
impedance of the guide.

(b) Standing-wave structures, which are resonant cavities that contain one or mom
accelerating cells. If the frequency of the injected wave matches the resonant frequency
of the cavity, a characteristic standing-wave pattern is built up, as a result of reflections
of the injected wave from the ends of the cavity. The correct phase relationship of the
field relative to the beam is determined either by phasing of the rf sources that drive the
different cavities, or by using multicell cavities where definite phase relationships exist
between adjacent cells. Again, the longitudinal electric field component provides the
accelerating force. The standing-wave pattern described above also may be pictured as a
linear combination of two equal-amplitude traveling waves going in opposite directions.
In this view the forward wave is synchronous with the beam and causes acceleration.
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In most (but as we will see not all) cases the backward wave is not synchronous and
produces no net average force on the particles.

In both the traveling- and standing-wave cases the beam and the electromagnetic
waves are in synchronism, and this device is called a synchronous accelerator. We will
say more later about these two approaches.

2.4 Longitudinal Focusing

The replacement of a standing wave with an equivalent traveling wave provides a
unifying principle that allows discussion of both structure types in the language of
traveling-wave accelerating structures. Accelerators for particles whose velocities are
significantly less than the velocity of light are generally designed to produce a given
velocity gain per cell. Particles with the correct initial velocity will continue to gain the
right amount of energy to match the”speed of the wave. For a field amplitude above a
certain threshold, there will be two phases for which the velocity gain is equal to the
design value, one earlier and the other later than the cres~ as shown in Fig. 2.2.

Late Phase

L Unstabie
Stable

““” \fi/ Phas.

Fig. 2.2. Stable and unstable phases.

The earlier phase is called the synchronous phase and is the stable point. It is the
stable point because nearby particles that arrive earlier than the synchronous phase
experience a smaller accelerating field, and particles that arrive later will experience a
larger field. This provides a longitudinal restoring force that keeps the nearby particles
oscillating about the stable phase, and provides phase focusing or phase stability. The
particle with the correct initial velocity at the stable phase is called the synchronous
particle, and it maintains exact synchronism with the traveling wave. More detailed
analysis shows that there is a range for stability, within which the particles oscillate
about the synchronous phase, at a frequency that is slow compared to the rf frequency.
The bunch is composed of the stable particles, which on the average maintain
synchronism with the wave and gain energy at the design rate. The stable region is
called the “bucket” in common accelerator terminology. As the particles approach
relativistic velocities, the velocity approaches the speed of light independent of energy,
and the phase oscillations slow down. All particles regardless of their energy begin to
maintain a nearly constant phase relative to the traveling wave.
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2.5 Transverse Focusing

Longitudinal focusing for particles injected near the synchronous phase on the
leading edge of the wave is essential for beams of high intensity. However, rf
transverse fields also act on these particles as shown in Fig. 2.3, and it can be proven
from general principles that the particles experience transverse defocusing forces.
Earnshaw’s theorem states that in the frame of reference moving with the beam, the
force component in at least one of the three dimensions is defocusing. Since the
particles experience a restoring force in the longitudinal direction, they must experience
defocusing forces in the transverse direction. Furthermore, the injected beam always
has a finite transverse velocity spread, and the beam particles exert repulsive Coulomb
or space-charges forces on each other. To obtain even moderate beam currents, some
provision for transverse focusing must be provided. The most successful solutions to
the focusing problem have been (a) ti include separate magnetic quadruple or solenoid
focusing lenses, and (b) to invent accelerating structures that provide quadruple
focusing from the rf transverse electric fields. The rf electric focusing is superior at low
velocities to the magnetic focusing, because the magnetic force is proportional to the
particle velocity.

.—

Fig. 2.3. Elecrnc field lines in an accelerating gap.

2.6 Power Efficiency and Electric Breakdown

Because the Iinac is generally used as a single-pass device, the accelerator- structure
length and ohmic power consumption in the cavity walls become disadvantages,
especially when used for acceleration of particles to high energies. To shorten the
accelerator for a given energy gain, it is necessary to raise the longitudinal electric field.
This implies that the accelerating structures must be designed to avoid high surface
fields that are limited by electric breakdown. Furthermore, the total power dissipation in
the accelerator for a given energy gain increases in inverse proportion to the length.
This means that the accelerating structures must be designed for high power efficiency.
For high-duty-factor operation the average power density from losses on the cavity
walls can produce challenging cooling requirements for the conventional copper-cavity
technology. An approach that has become increasingly successful in recent years is the
use of superconducting niobium cavities, which we discuss later.
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2.7 Accelerating Structures

We return to the question of how to design an accelerating structure to provide the
required synchronous acceleration with good power efficiency. There have been several
solutions. First, an array of short independent cavities excited in a TMo1o mode (see
Fig. 2.4) can be used, each driven by its own generator and each phased to provide
continuous acceleration along”the entire length. This solution is commonly used for
superconducting heavy-ion linacs, where its main advantmzes include (a) flexibility to
v- the synckhnous ;elocity pr6file for a wide range of Ions of different charge ;nd
mass, by changing the phasing of the cavities, and (b) flexibility to optimize the
amplitude settings of the cavities, depending on their performance levels.

. .

Fig. 2.4. Electric and magnetic fields in a cylindrical-cavity TIVIO1Omode.

A significant disadvantage of the independent cavity approach is the operational
complexity of setting the phases and amplitudes of each cavity, especially for a long
accelerator. Attractive alternative solutions are to use a waveguide accelerating
structure, suppornng a TMo1 traveling wave, or to use an electromagnetic standing-
wave multicell cavity consisting of coupled cells in excited TIVIO1Oresonant modes (the
phase relationships between adjacent cells is fixed within the cavity). Both have been
used.

The traveling-wave structure has been used for the 50-GeV electron linac at SIAC.
The most straightforward method would be to inject a ml electromagnetic wave into
a cylindrical waveguide. However, this approach cannot provide continuous
acceleration because the phase veloeity always exceeds the velocity of light. A more
complicated structure is required to lower the phase velocity. At SLAC, to accelerate
electrons to high energies, the structure consists of a cylindrical guide with a periodic
array of conducting disks with axial holes (Fig. 2.5). The net propagation of the wave
down the structure depends on the constructive interference of the incident wave and
the reflected waves from the disks. The electrical characteristics of this disk-loaded
waveguide structure will be described in more detail later.

. .
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Fig. 2.5. Iris-loaded traveling-wave structure.

The other method, which has. been widely used for both electron and ion
applications, is to excite a standing wave in a muhicell or coupled cavity array, which is
driven by a single rf generator. This method has the advantage that it avoids power
dissipation in the load, and therefore under most conditions (the exceptions will be
discussed later) gives higher efficiency. The disk-loaded structure can be operated in
this manner, but the optimhtion for maximum efficiency would result in choices of the
geometry different from those used for traveling-wave operation. The elecrncal
characteristics of the structure are described in terms of the mode spectrum of the
coupled TMOIOresonant cells (Fig. 2.6). For n cells there are n structure modes, each
characterized by the distribution of amplitudes and phases horn cell to cell along the
structure. The frequency spectrum of these modes is centered about the frequency of
the TMolo mode, unperturbed by the coupling. The frequency width of this group of
modes increases in proportion to the strength of the coupling. The lowest frequency
comesponds to the mode where all cells have the same amplitude and phase. The modes
are identified by the phase advance from cell to ce~, this lowest mode is called the O
mode. For the highest frequency mode all cells have the same amplitude, but adjacent
cells are n out of phase. In the middle of the frequency range is the 7c/2 mode
(Fig. 2.7), in which the excitation of a sequence of four cells at a given time is as
follows: cell 1, excited cel~ cell 2, zero amplitude (unexcited) cell; cell 3, excited cell n
out of phase with respect to the first cek and cell 4, zero amplitude (unexcited) cell.

The efficiency of standing-wave structures in the Omode or z mode is maximum, a
result that can be related to the the fact that for these modes both the forward and
backward traveling waves with the same phase velocity as the beam contribute to the
acceleration, instead of only the forward waves. But mode interference from nearby
modes is greatest for O and n modes, which results in an extreme sensitivity of the
field distribution to beam current and mechanical tolerances. The sensitivity increases
with the number of cells. The solution to this problem, which has made standing-wave
operation very attractive from most points of view, has been the development of
resonant coupling. In this solution the structure is operated electrically in the n/2 mode,
where the mode spacing is maximum, but the geometxy is arranged so the unexcited
cells take up no longitudinal space along the accelerator. Because the beam experiences
the fields of the excited cells in a n-mode sequence, the efficiency remains high.

. . .
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Fig. 2.6. Normal-mode spectrum of a chain of seven coupled oscillators plotted as
frequency versus phase-advance per cell. The frequency
spectrum is related to the strength of the cell-to-cell coupling.

(a)

EImmIEl
(b)

Fig. 2.7. Chain of seven coupled cavities in a x/2 mode. The longitudinal electric
field direction in each cell is shown by (a) arrows and zeros, and (b) a
histogram..-.
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One example is the side-coupled linac where the unexcitai cells are placed off axis,
and the excited or accelerating cells are on axis and spaced by half an rf period (x
mode). The side-coupled structure is used in IAMPF to accelerate the proton beam
from 100 to 800 MeV. Another example is the on-axis coupled structure, where the
coupling cells are squeezed along the axis, so the distance between the centers of
adjacent excited (accelerating cells) is half an rf period (YCmode). In all these cases,
transverse focusing can be provided by quadruple lenses between the tanks. At high
energies the transverse focusing requirements are usually relaxed, and this arrangement
usually is adequate. The coupled-cavity linac structures are used for electrons and
protons in the velocity range above about 0.4 of the speed of light This corresponds to
kinetic energies near 50 keV for electrons (the typical injection energy from an electron
gun), and near 100 MeV for protons.

The internal geometry of the cells is usually modified from the cylindrical or pillbox
shape by introducing nose cones onto the end walls around the beam axis. The noses
produce a capacitive effec$ concentmti.ng the electric field at the midplane of the cell and
along the axis. This concentration near the midplane increases the acceleration rate for a
given power dissipated and therefore improves the efficiency. A parameter called the
transit-time factor is commonly used as a measure of the effectiveness of the field in
producing acceleration. A disadvantage of nose cones is that the peak surface electric
field is increased, which increases the probability of electrical breakdown. Another
undesirable effect at high intensity can arise from increased excitation of high-oxier
modes from the beam.

At high velocities the p-mode structure generally gives higher efficiency than the O-
mode structure operating at the same frequency. This is a due to the smaller gap and
improved transit-time effect with two accelerating cells or gaps per rf period in the x
mode, compared to the one longer cell per rf period in the O mode. But at lower
velocities, as the cells become shorter, the number of end walls per unit length
increases, and the total power dissipation on the end walls dominates. To improve the
efficiency at low velocities, it becomes attractive to operate in the Omode. As we will
see, it is even possible to remove the end walls without significantly perturbing the
fields, which removes the contribution of power losses from the end walls of each cell.
The nose cones become drift tubes, which are supported mechanically by cylindrical
stems. This type of structure is the TMo1oAlvarez drift-tube Iinac (Fig. 2.8), which is
universally used to accelerate protons and other ions in the velocity range from about
0.04 to 0.4 of the speed of light.

The transverse focusing requirements, which are increasingly important at low
velocities, are provided by magnetic quadruple lenses mounted within the drift tubes.
The internal space within the drift-tube structure is therefore very ei%ciently us~ either
for accelerating gaps or for focusing lenses. The drift-tube structure is not used for
electrons in this velocity range because the electrons are so light that they are already
beyond this velocity region at injection i%omthe dc electron gun. This property results
in a much simpler Iinac configuration for electrons than for protons and heavier ions,
which need additional linac structures for the low-velocity region.

The newest accelerating structure for the very-low-velocity region is the radio-
frequency quadruple (RFQ), shown in Fig. 2.9. An electric quadruple mode is
excited in a cavity resonator loaded with four conducting rods or vanes, placed
symmerncally about the beam axis. The RFQ electric field provides strong transverse
electric focusing, which is an important requirement for low-velocity protons and
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Fig. 2.8. Alv~z drift-tube linac structure.

Fig. 2.9. The radiofrequency quadruple (RFQ).

heavier ions. Both 4-rod and 4-vane structures have been used, and acceleration is
obtained by introducing a longitudinal modulation pattern on these four elements to
create an array of accelerating cells. The RFQ cell structure bunches, with high capture
efficiency, a continuous or dc injected beam, and then accelerates the beam to high
enough energies for injection into the low-velocity end of
overall result is improvement of the focusing throughout
between about 0.01 and 0.07 or more of the speed of light.

2.8 Traveling Waves Versus Standing Waves

the drift-tube Iinac. Tfie
the low-velocity region

When the pulse length is long or the application calls for continuous or CW
operation, the standing-wave structures can be designed for greater efficiency. The
traveling-wave structure always wastes power in the load at the output end. For short
pulse applications the traveling-wave structures may give greater efficiency than
standing-wave structures for two reasons. (1) In a traveling-wave accelerator the
steady state field distribution is established when the energy has propagated along the
length of the structure in a single pass, a falling time of l/vg, where vg is the group
velocity. In the standing-wave structure the field distribution is built up by successive
reflections. Generally the falling time is less in the traveling-wave structure. If the beam
is injected only after the structure has reached a steady state, the power dissipated in the
cavity walls during the filling represents wasted energy. For long-pulse applications,
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where the energy loss during the fill time is small compared to the total energy loss, this
effect is inconsequential. But for short-pulse applications, where it represents a large
fraction of the power loss per pulse, the traveling-wave structure is more efficient.
(2) For pulses very much shorter than the natural time constant of the structure, most
of the incident power ilom the generator is reflected. This reflected power is dissipated
in a load external to the structure. This effect conrnbutes further to the poor initial
power efllciency of the standing-wave structure.

2.9 Duty Factor

The duty factor is the fraction of time during which the accelerator is in an active
mode. One can speak of one duty factor for the rf energy, and another duty factor for
the beam. Because of the finite time for the structure to fill with elecnmagneticoenergy,
the rf duty factor can never be smaller than the beam duty factor. In discussing this
issue one must distinguish between micropulses and macropulses. As discussed earlier,
the Iinac pulse train consists of a sequence of rf buckets separated by an rf period, each
of which can contain a bunch of particles. These particle bunches are called
micropulses. When the rf generator is pulsed, with a period long compared to the rf
period, the generator pulses are called macropulses.

There is no fundamental reason why a linear accelerator cannot be continuously
driven by the rf generator. This corresponds to 100% duty factor or a continuous mode
(commonly termed continuous wave or ClV). The choice to pulse the rf generator rather
than operate it continuously depends on several issues. One important issue is rf
efficiency. If the application requires a small average current, most of the power from
the rf generator is not delivered to the beam but is lost in the structure walls in the CW
operating mode. Instead, if the accelerator is operated in a pulsed mode and the cument
per rf bucket is increased in inverse propornon to the duty factor, then more fractional
power is delivered to the beam. Another important advantage for pulsed operation is
that the peak surface electric field attainable is generally larger for shorter pulses. If
high accelerating fields are required, pulsed operation is preferred.

The main application of longer pulses or CW operation is for high average currents.
The effects from space charge, wakefields, and other intensity-dependent phenomena
are functions of the intensity in a micropulse. These effects can be reduced by
spreading the total beam charge over more rf buckets, as is done in longer-pulse or CW
operation.

2.10 Superconducting Linacs

A technical approach that has become increasingly successful in recent years is to
use supemonducting niobium cavities. This allows high-field operation at 100% duty
factor, resulting in shorter linacs. Overall power dissipation is low, and cooling
requirements are relaxed. The use of rf superconductivity provides many benefits for
high-field CW operation, but also presents new issues to be addressed. The
superconducting systems are more complex because of the need to use cryogenic
techniques. Electric-field limitations arise from field-emission-induced electron loading,
and magnetic-field limitations fi-omthe presence of normal-conducting impurities. High
performance also requires great attention to cleanliness during fabrication and handling
of the cavities.
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2.11 Beam Intensity, Beam Losses, and Beam Quality

As the beam intensity increases some additional beam-dynamics effects begin to
degrade the performance. Eventually these effects limit the beam current. The main
intensity limitations result from (a) the repulsive space-charge forces, which are usually
most important at low velocities, and (b) the excitation by the beam of high-order
deflecting modes, which eventimlly cause a beam-breakup instability for relativistic
beams. The space-charge force causes additional defocusing and because it is generally
nonlinear, it produces distornons in the particle disrnbution in phase space and creates a
diffuse halo surrounding the main core of the beam. The halo contributes to beam loss
that causes radioactivity in the accelerating structure, increasing the difficulty of
maintaining of the facility and reducing its availability. For applications requiring high
average beam cu.xrengcontrol of the halo and beam losses becomes an important design
requirement. . . .

Many high-intensity applications also require high beam quality. For example, a
small output focal spot or small output energy spread requires good beam quality. This
resrncts the maximum conrnbution of the nonlinear forces (from both the space charge
and the external fields) and of fields from high-order modes (wakefields) induced by
the beam.

Solutions for reducing these effects can significantly influence the design choices
for accelerator parameters such as frequency, aperture, and focusing characteristics,
and for cavity geometry. Also important is beam matching into the accelerating
structures.

2012 Summary

The discussion can be summarized by identifying the two main topics of
importance for the study of linear accelerators.

(1) Accelerator Structures:
The accelerating-structure (waveguide or resonant cavity) geometry and mode must

provide (a) a longitudinal electric-field for acceleration, (b) synchronism with the beam,
(c) stable field disrnbution, and (d) good power efficiency.

(2) Beam Dynamics
The linac must provide sufficient longitudinal and transverse focusing for good

transmission and good beam quality.

. .
,
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3 ACCELERATION

3.1 Electromagnetic Fields in a Cavity Resonator

3.1.1 Introduction

We consider a resonant cavity, which consists of a linear, periodic sequence of
accelerating cells. We are interested in the properties of a TMolo-like standing-wave
mode (Bz = O)in which the fields have rotational symmetry about the beam axis. Two
standing-wave modes are commonly used for linaes, as shown in Fig. 3.1. One is the O
mode, in which the field has the same sign in all gaps and there is one accelerating gap
per axial period L (field period= L). The other is the x mode (we include the x/2 mode,
where, in accelerating structures, there is still a phase shift of x between sequential
accelerating cells), where the field on axis reverses from one gap to the next. The x
mode has two accelerating gaps per axial period L (field period= 2L).

a) b)

Fig. 3.1. Eleetric-field directions in accelerating gaps, (a) Omode and (b) z mode.

To treat both cases, we will assume the fields have a period 2L, as shown in
Fig. 3.2. By resrncting our treatment to the region near the beam axis, we are limiting
the solutions to those that are finite at r = O,but we will not impose any speeific radial
boundary conditions at the walls of the cavity. Furthermore we are neglecting fields
from the beam charges and currents. The only nonzero components will be Ez, Er, and
Be.

Fig. 3.2. Linear periodic sequenee of accelerating cells.
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3.1.2 Axial Electric Field

We express the electric-field component along the beam axis as

Ez(r,z, t) = E(r,z)cosoM,

where E(r,z) = E(r,z+2L).

We can express E(r,z) as a Fourier series in z. We will take the origin of the coordinate
system at the center of a cell and assume E is an even function about the origin. Then
we can use only the cosine series to obtain

We substitute this solution for Ez into the wave equation:

We obtain

[

mxz d2a~(r) + 1 dam(r)
COSCJXECOS— — -

L dr2rdr 1+K~am(r) = O,
m=O

The sign of Km can be either positive or negative. In what follows we will define Kmas

mk: If we apply the orthogonality relation to the cosine function for each m, we see

that the differential equation in brackets for each m must vanish individually. Then, if
we define x; = K~r2, we can write

X2 d2a
“+xm: ~+x#am=O .

m dx; m

This is the Bessel function of order zero or the modifkd Bessel function of order zero,
depending on the sign of Kmz. The solutions are

I
I
I
I
I
I
I
I

I
I
I
I
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am(r) = A~JO(Kmr), when K: >0,

and

am(r) = A& (K~r), when K; c O.

The expression for the z-component of the electric field is

EZ(r,z,t) =
[
*+ X%(r)cosy -1CoSot.

m=l

Some additional insight comes by substituting a trigonometric identity for the product
of cosines. We obtain ,..

Ez(r,z,t)= aO(r)cos6.x

2
+~*[cos(”t-y)+cos(Qt+y)].

This equation describes the standing-wave pattern as a sum of forward and backward
traveling waves. These waves are sometimes called space harmonics. The wave
numbers of the mth wave are

Km= * mx/L ,

where the signs correspond to forward and backward waves. The corresponding phase
velocities are

For a linear accelerator one of these waves will be synchronous with the accelerated
particles. The effect of all other waves on the beam averages to zero because they do
not maintain a specific phase relationship with the beam.

These space-harmonic waves are of course generally not identical with the
traveling- wave eigenmodes of the waveguide (evaluated near the beam axis). For
example, in a drift-tube structure, each of the eigenmodes must have a vanishing field
within the drift tubes (at least for the lower-frequency eigenmodes which are below the
cutoff iiequency in the drift tube). The eigenmodes act on the beam only in the gaps.
The individual space harmonics are nonzero inside the drift tubes and act continuously
on the beam. Each set of waves is a complete orthogonal se~ and each traveling-wave
eigenmode is an infinite sum of the space-harmonic components. The Fourier sum
given above describes this field pattern. The distinction, and the differences between
these two sets of waves, should be made clear. The only space harmonic that on
avemge can contribute energy to the beam is the synchronous forward wave. But this is
not necessarily true for the eigenmode waves. For example, in the x mode both the
foryard and backward eigenmodes contribute equally to the acceleration of the beam,
because these waves act on the beam only in the gaps, where they can always interfere
constructively at the time the beam arrives. Nevertheless, the space-harmonic
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expansion will be very useful for providing a general analysis, as we will see. We now
examine several cases of imeres~

3.1.3 Application to Uniform Cylindrical Cavity

The equation for E= reduces to the solution for the uniform cylindrical (pillbox)
cavity when L + ~. Then we obtain Km = 27c/ k, k. = O,and B. = f-. The solution
is

Ez(r,Lt)= AJO(2nr/k)cosCOt.

This is the familiar TMOMmode of the cylindrical cavity. Because the phase velocity of
the traveling wave is infinite, there can be no synchronism with the beam particles, and
the uniform cylindrical cavity is not suitable for continuous acceleration.

3.1.4 Periodic Cavity In O Mode

We now consider the application of these results to an Alvarez drift-tube linac. By
symmetry, the integrals for the am coefficients vanish for all odd m values. (The period
of the field pattern is L, and harmonics of the form L/p are present, where p = O, 1, 2,
3, etc. The wavelength of the mth harmonic in the Fourier expansion is km = 2L/m.
Therefo~,oti; t;rms with m/2 equal to an integer are the only nonzero terms, leaving
only m , ... .) Since it is convenient to let n = m/2, the nonzero terms are
labeled n = ‘O,‘1,2, ... . Then we have

[

aO(r) - 27mz1EZ(r,z,t) = ~+ ~am(r)cos~ cosmt,
n=l

and
aO(r)cos6X

Ez(r,z,t) = z ‘swcos(”t-%+c
(1)

The phase velocity of the nth harmonic is P. = — = *$.
kmc

If we re uire the phase velocit ~n of the nth traveling wave to equal the particle
1velocity , we must have L I= n~ . This is physically possible for all values of n >0.

The usual choice for thes nchronous wave is n = 1, which gives a period L = ~k
and corresponds to the L = ~~ Alvarez drift-tube linac. The choice n = 2 is sometimes
made, especially when mom space is needed for focusing quadruple magnets, which
must fit within the drift tubes. This is called the 2~L Alvaxez drift-tube Iinac.

..-
We now look more carefully at the n = 1, L = ~k case. We obtain
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For ~ e O this results in & c O for all n except n = O. The solution for Ez can be
written as

E=(r,z,t) =
[

27mzAOJO (~m”) + ~ AaIO(K.r) cos 1— cosot ,
n=] pk

where An - 2 ~’” E(r,z)cos~dz, n=l,2,3,...
LIo(Kar) -5-I’

and AO= 2 ~L’2E(r,z)dz.
IJO(27cr/ k) -’1’

The particles experience the field of the synchronous wave, which is

E=,(r,z, t) =
{)

27CZ
~Io(K1r)co ax-—

pi ‘

Example: ~ re-Wave Field Dis_

We assume that the electric field at the drift-tube bore (r = a) is constant within the
gap and zero within the metallic walls (Fig. 3.3). We assume L = j3L Thus

E(r = a,z) =
{

E o!Slzl<g/2

}i’ g/2<l~<L/2 “

We evaluate the integral for the An at r = a, where E = E~ in the gap region. This gives
the results

. . .
AO=

2E g 2Eg sin(n~g / ~k) ,n = 123

LJo(27ca/ i)
, A~=—

10(Kna) nx 9 ? 9...
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I Ez
‘BORE EDGE

Fig. 3.3. Electric field distribution across the gap.
. . .

Later we will see that E~cim be Rlatd to the -We ~~ field. The above exP~ssions
allow us to estimate the relative sizes of the terms. A typical value of g/~k is 1/4. We
see that the coefficients decrease with n as l/I@na)n, which is at least as fast as l/n.

3.1.5 Periodic Cavity in z Mode

Now we consider the z mode and 7c/2mode, where one complete period of the field
distribution on axis contains two accelerating gaps with an alternating sign of the field.
Examples include the coupled-cavity linacs and the Wideroe linac.

Examination of the symmetry of the amexpressions reveals that the amvanish for all
even m values. (The period of the field pattern is 2L, and all odd harmonics can be
present. The wavelength of the mth harmonic in the Fourier expansion is ~ = 2L/m.
T#~1fo~,5tie terms with m an odd integer are the only nonzero terms, leaving only

, ....) Since it is convenient to let n = (m-1)/2, the nonzero terms are
labele~ n’= O, 1,2, ... . Then we have

27t(n + 1/ 2)2 Coswt
Ez(r,z,t) = ~aa(r)cos L s

n=o

and

[( )(

- an(r) Cos at_ 27t(n + 1/ 2)z + Cos “t+ 2x(n + 1/ 2)z
EZ(r,z,t) = ~0~

L )1L“

0)
The phase velmity of the nth harmonic is ~~ = — =

L

k~c *(n+l/2)k “

The radial index is

If -we re uire the phase velocity ~n of the nth traveling wave to equal the particle
1velocity , we must have L = (n+l/2)& This is physically possible for all values of n

(n= O, 1,2, ...).
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The choice of synchronous wave for the coupled-cavity linacs and the Wideroe
Iinac is n = O,which gives a period L = ~Z / 2. We obtain

If j3c 1 these are always negative, and the modified Bessel functions are used. The
solution for Ez can be written as

Ez(r,z,t) = ~AnIO(Knr)cos
27t(2n + l)z Cosot

n=O ,.. p~ ‘

where A.= 2 ~’” E(r.z)cosw.
LIo(K.r) -LIZ

On average the particles experience the field of the synchronous wave, which is

Ezo(r,z, t) =
AO

{)

27CZ
—IO(Kor)co ox-—
2 pk ‘

Note that the form of the synchronous traveling wave is the same for the x mode as for
the Omode. Note also that if the structure is designed for ~ = 1,.0 = O, and because
l.(0) = O,there is no radial variation for the synchronous wave.

Example: Square-Wave Field Dism”bun”on

We assume that the electric field at the drift-tube bore (r = a) is constant within the
gap and zero outside within the metallic walls. We assume L = ~m. Thus

{

E
E(r=a,z)= g’

o<lzl<g/2 1Q g/2<l~SL/2 “

We evaluate the integral for the An at r = a, where E = E~ in the gap region. This gives
the result

. . .
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4E~ sin[(2n + I)xg / ~kl
An= n =0,1, 2,....

10(Kma) (2n + 1)X ‘

A typical value of g/~z is 1/4. We see that the c~fficients decrease with n as
lflIO(Kna)(2n+l)].

3.1.6 Other Field Components

Now we return to the other field components. We recall the general expression for the
z-component of the electric field

EZ(r,z, t) =
[

AoJo(27crl i) - lmlz1+~AmIO(K.r)cos~
2

Cosalt.
m=]

An& component is derived from Gauss’s law in the absence of charge (p= O):

rdrdz
Then

We use the relationship

jxdxxIO(x)=xI,(x) ,

to obtain
[

.

E,(r,z,t) = ~A 1~11 (K~r)sin~
mK~L

Coscl)t.
m=1

To obtain Be we use Ampere’s law for zero current ~ = O) and evaluate the radial
component of

to obtain
[

nmz
BO(r,z, t) = -~~’I1(Kmr)cosY 1sin ox.

m.] ~

Theremaining components can be shown to be zero. We assumed that Bz = O,because
we assumed a TM solution. This fact, together with requiring that the solutions be finite
at r = O, is suffkient to prove that B~and & are zero.
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3.2 RF Acceleration in a Gap

The beam is acted upon by the EZ, Er and Be fields in the TMCIICImode. The
equations of motion are

dpz “
~= q[Ez(r,z)cos(ax + $) + v,B+(r,z)sin(wt + ~)],

and dPr
— = qIE~(r9z)cos(@t + 0) - v.B@(r,z)sin(~t + $)1+ Fe. ,dt

where FeXis any external radial fieid “thatmight be applied for focusing. Exact results
can be calculated by numerical integration of these equations using measured or
calculated fields.

The following treatment allows us to see some of the general properties of the
motion without a detailed numerical integration. We will defhe two important
parameters, the average axial field and the transit-time factor. We begin by expressing
the longitudinal electric field seen by a particle on the axis with velocity v, passing
through an accelerating gap, such as that shown in Fig. 3.4, as

Ez(r = O,z,t) = E(O,z)co~tm(z) + ~],

where t(z) = J’:dz/ v(z)

is the time the particle is at position z. By these definitions, at time t = Othe particle is at
the origin where z = O,and the phase of the field relative to the crest is @
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Fig. 3.4. Geometry and field disrnbution across the gap.

The energy gain of the particle of charge q traveling over a distance L is

AW = q~~;z (E O,z)eos(ox(z) + $)dz .
. . .
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Generally we assume that the length L is chosen large enough to include all the field in
the gap, i.e. that the field at z = * J..J2has fallen to zero. The use of a trigonometric
identity allows us to write the energy gain as

AW = q~~zE(Qz)[cos@tcos$ – sin cotsin $]dz.

It is customary to express this result in terms of the spatial average of the accelerating
field. We can write

AW = qEOTLcos$

where we have introduced the spatial average of the accelerating field, defined by

+“&o,z)dz ,

and a quantity we call the transit-time factor, defined by

~_ J::2E(o>z)cos~t(z)~_moj::2E(osz)sin~t(z)dz
j~;;,E(o,z)dz jT;zE(Qz)dz “

The above equation for the energy gain is an important result that we will use
frequently. The phase $ is Oif the particle arrives at the ongin when the field is at a
crest. It is negative if the particle arrives earlier than the crest, and positive if it arrives
later. This phase convention differs from the one generally used in the literature for
circular accelerators (where the crest corresponds to 900). Maximum acceleration occurs
when $ = O,which is often the choice for relativistic electrons. But we will see that for
nonrelativistic particles, where phase focusing is important, it is necessary to operate
with negative phases.

The quantity E&is the voltage gain that would be experienced by a particle passing
through a dc field equal to the field in the gap at time t = O. This voltage does not
depend on the length L if L includes (essentially) all of the field in the gap. But the
value of EOdoes depend on L. Thus if we consider two different definitions of L, both
of which contain all the field in the gap, this will result in two different EOvalues.
Therefore when a value of ECIis quoted for a cavity, it is important to specify the
corresponding length L. The transit-time factor measures the ratio of the energy gained
in the time-vaxying rf field to that in a dc field of voltage E& cos $; it is a measure of
the reduction in the energy gain caused by the sinusoidal time variation of the field in
the gap. The phase and the transit-time factor depend on the choice of the origin. We
can simplify the transit-time factor, and remove its dependence on the phase, by
choosing the origin at the elecrncal center, as we will do soon.

We note that the tmnsit-time factor definition requires that the integral of the field
over the distance L be nonzero. A TMol 1cavity mode (with a node in Ez at the center)
is an example for which the integral of the axial field is zero. Of course the transit-time
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factor does not have to be used to calculate the energy gain, but it could still be used if
the cavity is separated into two accelerating gaps, which are analyzed separately.

Usually E(z) is at least approximately an even function about the geometric center of
the gap region. Let us choose to put the origin at the electrical center of the gap, defined
by

When E(z) is an even function, the electrical center and the geometric center coincide.
Then the transit time factor becomes

J’_:2E@$@cosut(z)&

‘= j~~2E(0,z)dz “

Then the transit-time factor becomes the average of the cosine factor experienced by the
particle, weighted by the field. The transit-time factor increases when the field is more
localized longitudinally near the origin, where the cosine factor is largest. Thus, the
larger the gap between drift tubes, or the more the field penetrates into the drift tubes,
the smaller the transit-time factor.

In many cases the change of particle velocity in the gap is small compared to the
initial velocity. If we ignore the velocity change, we have

mt = coz/v = 27c/pk ,

where ~ = v/c and ~k is recognized as the distance the particle travels in an rf period.
The transit-time factor becomes

= j::2E(09z)cos(2z/pL)&=
E30’z)dz“

3.3 Approximations for Transit-Time Factor

We will obtain approximate expressions for the transit-time factor which show how
it depends on parameters such as the gap length and the aperture radius. The first
approximation for T assumes that E(O,Z)= Ego is constant over a gap of length g, and
falls to zero outside the gap (Fig. 3.5). This would be the exact result for a simple
TMOIOpillbox cavity of length g in the limit that the beam-aperture radius is vanishingly
small. Then EO= Eg&Jg and the above integral for T gives

. . .
T= [1sin ltg / ~1

7(g/pk “
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Fig. 3.5. Transit-time factor for square-wave electric-field disrnbution.

This form for T is the same for both O-mode and x-mode structures, and it
represents the effect of the field variation during the finite transit time of the particle
through the gap. T = 1 when g/~k = O, and T = O when g/~k = 1 (one rf period). In
this range, as the gap increases, the transit-time factor decreases. When g/~k = 1/4,
T = 0.9, which is still quite large. At g/~k = 1/2, T = 2/7c= 0.64. We can see from
these numbers that without a drift tube to decrease the gap in the drift-tube Iinac, we
would have g/~k = 1 and T = O. For a coupled-cavity linac, where g/~k = 1/2, the
value of T can be increased above T = 0.64 by adding nose cones, as described later.

A better approximation for T can be obtained for the Alvarez drift-tube linac (O
mode), if we take into account the penetration of the field into the bore hole of the drift
tube. This field penetration fwther reduces T because it reduces the concentration of the
field near the center of the gap. We now assume that the electric field at the drift-tube
bore (r= a) is constant within the gap and zero outside the gap, within the metallic
walls (see Fig. 3.3). This is a more realistic approximation than the one above, because
it does not constrain the axial field to vanish at the end of the gap. Thus

E(r = a,z) =
{

Es, oslzlsg/2

}O, g/2el~SL/2 “

The Fourier coeilicients are

A.= 2 ~L’2E(r,z)cos&dz, n=l,2,3,...
LIO(K~r) -Liz
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and AO= 2 ~L’2
MO(27m/ k) -LIZ

E(r,z)dz.

The average axial field and tmnsit-time factor are

EO- ~~L’2 E(r = O,z)&,
L -L12

= J“:2-)’0S(27M3Wand =

J::2E(03zxz o. . .
The A. coefficient can be evaluated horn the integral expression by setting r = Oand
using the definition of ~. We immediately obtain AO= 2E0, using JO(0)= 1. We can
also calculate ~ by evaluating the integral at r = ~ where E = E~ in the gap region. The
result is

2E8g
AO=

LJO(27ca/ 1)

Equating the two expressions for ~ we have a relation between E~ and Eo:

Eg =EO;JO(2rca/k) .

Next, we evaluate the integral for n = 1 at r = O, and by inspection we see that
A 1 = 2EoT. Thus the transit time-factor is proportional to the n = 1 (synchronous
wave) coefficient of the Fourier series. We obtain all the Fourier coefficients by
evaluating the integrals at r = a,

2

J[
S12EOL

—JO(27ta
LIO(Kna) -tiz g 1‘) ‘Os2;rdz‘

or

The n = 1 coefficient is

Al =
2EOJO(2na/ 1) sin ng / ~1

10(K1a) ng/pl ‘

Men by comparing this result to Al = 2~T, we find the more accurate expression for
the transit-time factm
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The Bessel-function factors account for the field penetration into the drift-tube bore
holes. The Bessel function 10increases as its argument Kla increases, and T decreases.
This treatment does not apply to the y-mode cavity because the boundary condition
inside the shorter drift tube, where the field reverses sign, must be taken into account.

3.4 Space Harmonics in Periodic Accelerating Structures

We now present a more general approach to the description of the fields, which
applies to both standing-wave and traveling-wave structures. First we will make some
preliminary comments about traveling-wave accelerators. Traveling-wave accelerators
are also built as periodic structures. The periodic structure can be designed to reduce the
phase velocity to the velocity of light (or less), but this cannot be done for the uniform
waveguide with conducting boundaries. The traveling-wave structure that is used at
SLAC and throughout the world to accelerate relativistic electrons is a periodic
structure, known as the disk-loaded or iris-loaded cylindrical waveguide. Later we will
return to a discussion of this structure and how a periodic structure reduces the phase
velocity. For now we will discuss the accelerating field.

In a lossless uniform waveguide, the axial field disrnbution for the TMol mode is
written in exponential notation as

Ez(r9zt) = EJ~(Kr)fJm-kOz).

This describes a wave propagating in the +Z direction, with wavenumkr
~ = hfigllide, where ~guide isthe wavelength in the Wawwide”

cl)
The phase velocity of the wave is VP= —

koc “

The uniform waveguide has a dispersion relation (Fig, 3.6) given by

C02= (Kc)2 + (koc)2 ,

where K is the cutoff wavenumber for the TMol mode. The cutoff angular frequency is
w = Kc. Then the phase velocity can be expressed as

..-
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Fig. 3.6.
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Dispersion curve (Willouin diagram) for unifoxm waveguide.
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One might guess that introducing elements to make this a periodic structure (Fig. 3.7)
might perturb this field distribution by introducing a periodic modulation of the
amplitude of the wave, giving a form

EZ(r,z,t) = E~(r,z)ej(”c-kOzJ ,

where Ed(r,Z) is a periodic function with the same period d as the structure. This is
indeed the comet solution as can be shown tim Floquet’s theorem, which states that
in a steady-state propagating mode the fields at two different cross sections that are
separated by one period differ only by a complex constant. In this case the complex
~onsmt is e~ed

.

I I
I I
I i

Fig. 3.7. Periodic structure.. . .

Because &(r,z) is periodic, it can be expanded in a Fourier series as
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If we require this solution for Ez(r,z,t) to satisfy the wave equation, as we did earlier in
this section, we find that

a.(r) = EnJO(K~r),

where K~=(o/c)2-(k0 +2xn/d)2.

Recall that when K.z <0 we must use ~(Knr) in place of Jo(Knr). Then the general
solution for the field may be written as

EZ(r,z, t)= xEnJ~(Knr)eflm-knz) .
n---m

where we define the wavenumber for the nth space haxmonic as

kn =k,+-.
d

The phase velocity for the nth space hatmonic is

The expression for the field describes an infinite series of traveling waves, each with
the same frequency but with different wavelengths, and each with a constant amplitude
En independent of z (see Fig. 3.8). The waves for n >0 travel in the +Z direction and
are called forward waves; those for n <0 are backward waves traveling in the -z
direction. When forward and backward waves with the same phase velocity have equal
amplitude there is a standing wave. The terms of this Fourier series are called space
harmonics, and any steady-state field distribution in a periodic structure for either
propagating or standing waves can be expressed with this series.

We now describe the acceleration of a particle in the periodic structure. On axis the
traveling-wave field is

{

w

Ez(O,z,t) = eJw Eoe-JkOz+ X[
~ne-j(ko+2mz/d) +. E_ne-j(ko-2m/d) 1}.n=l...
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Fig. 3.8. Dispersion curve of lowest passband of a periodic waveguide.

Now consider the effect of this field on a particle with velocity ~, which is at the origin
z = O(an arbitrary position in the waveguide) at time t = @,when the phase relative to
the wave crest is $0 = coto. We can write t = z/k + to, and we note that

Periodic structures not only form an infinite number of propagating space ha.monies
with different phase velocities but also have a dispersion relation different from that of
the uniform waveguide, and the phase velocity of the principal n=O wave is also
changed. One finds that it is possible to reduce the phase velocity to match the particle
velocity. For small periodic perturbations, one expects that the principal n=O wave,
which is the only wave with nonzero amplitude in a perfectly uniform guide, will have
the largest amplitude. Therefore we consider an example, where we assume that ~ =
~, which means the particle and then= O wave are synchronous. We introduce the
notation PS= ~CI= j3for the velocity of the particle and the wave to indicate that they
are synchronous. Then the field experienced by the particle is obtained by substituting
the above relation into Ez(r,z,t), which yields

/ 1Ez(O,z,t = z / @ + to) = eJ90 E.+ ~~ne-j2-’d + E_ne+j2-’d] .
J

The energy gain of the panicle as it travels over a period L experiencing the fome of the
wave, is

d
. . . AW = q~EZ(O,z,t = z/PC+ to)dz = qeJOOEOd,

0
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d
where we used J

ekjz-lddz = 0.

0

Taking the real part of the exponential we have

AW = qEOdcosqO .

Since this result is general, it must apply to a standing-wave field in an accelerating
gap, for which we have already derived an expression. This expression has the same
form, except that it has no transit-time factor. This is to be expected because for the
equivalent traveling wave the acceleration is continuous. Then the amplitude ~ for the
equivalent traveling wave must be associated with EoT in the standing-wave
expression. Also, the phase $CIfor the equivalent traveling wave in the above
expression must be associated in the standing-wave case with $~, the phase of the field
when the synchronous particle is at the center of the gap.

We see that only the n = O space harmonic, which has the same phase velocity as
the particle, contributes to the energy gain of the pardcle. The other space harmonics are
needed to satisfy boundary conditions, but do not contribute to the energy gain because
they are nonsynchronous with the particle. For most structures the synchronous space
harmonic component is n = O. An exception is the Alvarez drift-tube linac structure,
where d = n~sk, the guide wavelength ~sk is infinite, and the synchronous space
harmonic is the nth term. Usually n = 1, which corresponds to the conventional l~sk
drift-tube linac.

In the treatment given above we have not allowed for the increase of the particle
velocity. Because of this the accelerating structures for nonrelativishc particles are not
exactly periodic. The cells lengths are graded to allow for the increase of the particle
velocities, and therefore we can describe these structures as quasiperiodic.

The result above is a very powerful one. In a periodic structure, regardless of
whether the field is a standing wave or a traveling wave, the effect on the beam is
equivalent to replacing the actual field distribution with that of an equivalent traveling
wave with a uniform amplitude and with the same phase velocity as the particle. The
average effect of the other waves can be ignored. Even when the structure is not exactly
periodic, this result is a good approximation if the fractional energy gain of the particle
is not large and the amplitude and phase velocity of the wave vary slowly with axial
position.

In general then the accelerating field of the equivalent traveling wave, taking into
account the radial field is

EZ(r,z, t) = EOIO(Kr)cos$,

21t
where K = — and $=ot-~~~.

y,p,k ‘ s

We have already shown that Maxwell’s equations with cylindrical symmetry can be
used to obtain expressions for the other nonzero field components. The radial field is
obtained from
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1 aEr
and for the magnetic field we use Be = -Y—

cat-

We also need the identity ~~O(X)XdX= XIO(X).

From this we obtain the radial electric field 1%= -ySECIII(Kr) SiII$,

“p’ EOI,(Kr)Sin@ Jand the azimuthal magnetic field B8.= -—
c

In suumrmqythe equivalent traveling-wave field components are

where K and $ are defined above.
Near the beam axis, where Kr eel we have

When the fractional energy gain per rf period is large, as is sometimes the case at low
velocities, it is better to solve the equations of motion numerically through the exact
field distributions rather than to use the equivalent traveling-wave approximation.

3.5 Power Efficiency Figures of Merit

Power is dissipated from resistive losses in the walls of the cavity to maintain the
fields. We will introduce shunt impedance parameters which are commonly used in
linac terminology. The figure of merit for stored energy U per unit power loss P in the
cavity walls is the quality factor defined by

Q=o.WP .

But for accelerators we often want to maximize the energy gain per unit power
dissipation. Our efficiency figure of merit measures how effective the cavity is in
producing an axial elecrnc field per unit power loss. The shunt impedance per cavity rs
has units of ohms or megohms, and is defined by

. . .
r, = v:/P
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where V.= E&is the peak axial voltage for a cavity of length L and average axial field
Eo. (we note that sometimes one finds a factor of 2 in the denominator for this
definition, so be careful.) Note that rs is independent of the excitation level of the cavity
because the power loss is proportional to the square of the field.

The peak energy gain of a particle occurs when $ = O,and may be written as

AW+=O= qEoLT = q~(r’T2)P.

We define an effective shunt impedance r = rs~ that includes the transit-time factor.
Then

[1Aw,=o2
r = r’T2 = “—

~_ [Eomr .

qpp

This parameter in ohms measures the efficiency for delivering energy to a particle per
unit power loss. The effective shunt impedance r is usually of more interest for
accelerators than rs.

Both r and rs increase linearly with the length of the cavity. For long cavities we
prefer to use a figure of merit that is independent of both the field level and the cavity
length; thus we characterize a power efilciency per unit length rather than per cavity.
The shunt impedance Z per unit length is simply

E;z=L=—
L P/L”

The effective shunt impedance per unit length measures the acceleration efficiency per
unit length and is

[1r,T2 AW6.0 21
ZT2=— — —

L=qL P/L”

For a cavity with constant MT along its length

~2 = (EOT)2

P/L “

The units of shunt impedance per unit length and effective shunt impedance per unit
length are usually given in megohms per meter. Especially for normal-conducting
cavities, one of the main objectives in cavity design is to choose the geometry to
maximize effective shunt impedance or effective shunt impedance per unit length. A
derived parameter which many find useful for cavity design is the ratio of effective
shunt impedance to Q, often called r over Q, which is. . .
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~= (VOT)2.

Q OKI

We see that r/Q measures the efficiency of acceleration per unit stored energy, and is
independent of the power. It is a function of the cavity geometry and is independent of
the surface properties that determine the power losses.

If the rf generator is matched to the cavity structure then all the incident rf power
goes into the structure. It will be dissipated in the cavity walls and some will go into the
beam that is being accelerated. The beam power ~ is easily calculated fmm

PB=IAW,

where I is the beam current and AW “isthe energy gain. The total power is PT = P + PB
and the efficiency of the structure is

%=R@r

The overall system efficiency must also include the efficiency of the rf generator, which
is the ratio of the rf power delivered to the accelerator to the total ac power used. This
efficiency usually lies in the range from about 50% to nearly 70%.

3.6 Cavity Design

Cavity designers generally use computer programs like SUPERFISH that
numerically solve Maxwell’s equations with the specilled boundary conditions. The
procedures depend on the constraints of the problem. Suppose the objective is to
maximize the effective shunt impedance of a single cavity. If we begin with a simple
pillbox cavity for reference, adding nose cones centered on the beam axis allow us to
reduce the gap and raise the transit-time factor (Fig. 3.9). The nose creates a region of
more localized electric field near the beam axis and concentrates the magnetic field near
the outer regions of the cavity. In drift-tube linac cells the nose takes the form of a drift
tube, and its shape is limited by the requirement that it must hold a focusing quadruple
magnet. If the gap between drift tubes is too small, then the voltage gain, for either a
given axial electric field or a given stored energy, becomes small. Also the capacitance
between the opposite noses increases at small gaps, increasing the ratio of wall current
to axial voltage. Some prefer to optimize in steps. First, the gap and geometry of the
nose cones can be choosen to maximize the r/Q parameter to increase the energy gain
per unit stored energy. Then, the geometry of the outer walls can be adjusted to
maximize Q, thus minimizing the power dissipation per unit stored energy. This latter
procedure usually leads to a spherical shape for the outer wall, which comesponds to
the smallest surface area for a given volume.

. . .
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Fig. 3.9. Cross section of cavity with nose cones and spherical outer wall.

In superconducting cavities, the rf power efficiency may not be as important as
other requirements such as minimizing the peak surface fields, which limit the
performance. The spherical or elliptical cavity shape (without nose cones), shown in
Fig. 3.10, is now the universally accepted choice for a high-~ superconducting cavity
shape because of its low peak surface field to EOratios, its lack of strong multipacting
levels, and practical advantages during chemical processing.

Fig. 3.10 ~;;Nsection of elliptical cavity
.

used for superconducting applications at

The peak surface elecrnc field and magnetic field are often important in cavity
design. In mom temperature cavities, too large a peak surface electric field can result in
electric breakdown. For a cavity with nose cones or drift tubes, a typical ratio of peak
surface electric field ~ to average axial field E~ is E@o = 6, whereas the ratio is unity
for a pillbox cavity. The Kilparnck criterion is often used as a design guideline for
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room temperature cavities. A frequency-dependent “Kilparnck”
ustxi is

f(MHz) = 1.64E~ exp(-8.5 / E~),

formula sometimes

where EICis the Kilpatrick field in units of MV/m, and the rf frequency is f. To use the
formula one must invert the expression this can be done easily by iterative solution.
One finds that EICvaries roughly as f 0“4for ikquencies in the hundred-MHz range.
The peak surface electric field can exceed EIC,and reliable performance can be obtained
especially in clean vacuum systems and for short pulses (< -1 ins). The ratio of peak
surface electric field ESto the Kilpatrick field EK is often called the bravery factor b. For
long-pulse (>1 ms) accelemtors, a typical bravery factor lies in the range 1< b = E@K
<2.

In superconducting cavities l~ge electric fields cause field emission, which
produces electrons in the cavity volume that absorb rf energy and create additional
power losses. The surface magnetic fields result in surface cuments that produce
resistive heating. Therefore, for room temperature structures, cooling requirements
resrnct the peak magnetic field (average power densities of about 20 watts/cmz can
begin to produce cooling difficulties in drift-tube Iinacs). Also, superconducting
cavities will quench and make a transition to normal conducting when the critical
magnetic field is exceeded. This field depends on temperature, and is near B = 0.2 T in
the range of operating temperatures horn about 2 to 4.2 K. In practice the presence of
normal-conducting impurities lowers this limit. Few designers of superconducting
cavities would exceed about B = 0.1 T. The ratio of peak surface magnetic field to
average axial field EOis 19 G/MV/m for a pillbox cavity. This value is still typical in
spherical cavity cells, but it can increase by a factor of 2 to 3, especially on drift tubes
of drift-tube Iinac cells.

The aperture radius is usually chosen to satis~ the beam-dynamics requirements for
good transmission. The aperture being too large results in reduced transit-time factor
and increased power loss. It also can cause larger peak surface elecrnc fields.

Introducing nose cones increases the local elecrnc field and the surface charge; this
can be described as increasing the capacitance and is called capacitive loading.
Introducing rods or stems that carry a net rf current increases the local magnetic flux
and is called inductive loading. These methods of loading a cavity with reactive circuit
elements can be used to reduce the outer diameter of the cavity, to make the structures
easier to handle. This idea is especially useful for very low-frequency structures and is
widely used for heavy-ion accelerating structures. Consider the cavity as a lumped-
circuit oscillator with resonant frequency o)= (LC)-1~. In the lumped-cimuit picture the
inductance in a pillbox cavity is associated with currents flowing on the outer walls,
which create a magnetic flux that circulates azimuthally about the axis. The cavity radius
determines the area in which the flux circulates; therefore the inductance increases with
the radius. For a cavity at a given frequency, capacitive or inductive loading implies a
reduced outer wall inductance and therefore a reduced radius. Loading has some
disadvantages: capacitive loading generally increases the power loss for a given
accelerating field and inductive loading increases the local magnetic field and the power
density. It sometimes results in structures with complicated 3-D geometries, whose
properties are more difficult to calculate.
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3.7 Scaling of Cavity Parameters with Frequency

Consider a cavity structure with fixed accelerating field Eo. How do the structure
parameters vary with frequency? Suppose we scale all transverse cavity dimensions
with wavelength or as fil. Of course the cell lengths of a multicell structure are
proportional to ~L and also would scale as H, but the total length for a given energy
gain is independent of frequency if EOand the energy gain AW are fixed. Therefore
assume that the diameter, gap, radial aperture, and cell length are scaled as F1. How
do the other parameters behave? IfEo and AW are fixed then all other fields are f~ed.
Thenwehave T= fO, E =fO, B =fO, ASl =I@,length =@, surface area = f-l,
cavity volume = &2, and stortd energy cc f_2. Surface-resistance and power loss
scaling depends on whether the structure is normal or superconducting. In what
follows we will ignore the residual ~sistance term in the supemonducting rf resistance
(a good approximation at high I%quency). We find the rf surface resistance scales as

R,=
{

f1f2 normal conducting
}f 2 superconducting “

The rf power losses are not zero in the superconducting case. They are caused by
noxmal-conducting electrons that are present at any finite temperature. Although these
losses are small in terms of rf power, they affect the requirements for cryogenic
refrigeration and must be taken into account.

The rf power dissipation scales as

H{~R~ B 2M=

}

f-112 normal conducting .

‘Yvo f sup ereonducting

Thus higher frequency gives reduced power losses for normal-conducting structures
but increased power losses for superconducting ones.

The Q scales as

{

f-1’2 normal conducting
Q=?= ~-2

}superconducting “

The effective shunt impedance per unit length scales as

EOT2L

{

f-1’2 normal conductingZ-f2 .
P = f-l }sup erconducting ‘

Like the power, the shunt impedance improves at higher frequencies for normal-
conducting structures and at lower frequencies for superconducting structures.

“‘The ratio @/Q scales as
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ZT2
{

_ $ norrnalconducting

Q }superconducting “

This is the same for normal and superconducting, as it should be, since this is a figure
of merit that is independent of the surface propernes.

3.8 Problems

3-1. Consider a cylindrical pillbox cavity of length L operated in a TMo14mode.
Complete the following steps to determine whether one can use this mode to achieve
synchronous acceleration at each antinode. (a) Sketch the wave pattern for Ez versus z.
Express the spacing between adjacent antinodes as a function of the cavity length. How
many antinodes are there? (b) Express a synchronism requirement by equating the
spacing between adjacent antinodes to the distance the particle travels in one half an rf
period. This should relate the cavity length L to ~L (c) But the cavity length and Z are
already related by the dispersion relation. Write the dispersion relation and evaluate it
for the TMOlAmode. Substitute the synchronism condition from part b. Solve for ~,
and determine the range of allowed ~ values. Can one use this mode to achieve
synchronous acceleration at each antinode?

3-2. Consider a 2.5-cm-long TMoIOpillbox cavity that is resonant at 400 MHz and
is excited with an axial electric field of ECI= 2 MV/m. Suppose a proton with an initial
kinetic energy of 5 MeV is accelerated along the axis of the cavity and arrives at the
center when the phase of the field is 30° before the crest (a) Ignoring the effects of the
aperture, and assuming the velocity ~ remains constant at its initial value, calculate the
transit-time factor. (b) Calculate the final energy of the particle as it leaves the cavity.
Also calculate the fractional change in the velocity.

3-3. Consider a room temperature TMolo pillbox cavity that is resonant at 400
MHz with an axial elecrnc field EO = 1 MV/m and a length k/2 where i is the rf
wavelength. Assume the cavity accelerates relativistic electrons. (a) Use the pqwer loss
formula for the pillbox cavity horn the reference material to calculate the rf power
dissipated in the walls. (b) Ignoring the effects of the apertures calculate the transit-
time factor. (c) Calculate the shunt impedance, the effective shunt impedance, and the
effective shunt impedance per unit length. (d) Calculate the energy gain of an electron
with synchronous phase @= O.

3-4. Consider a room temperature 10-m long electron linac with synchronous
phase Q = O, that accelerates the beam from nearly zero kinetic energy to 100 MeV.
Suppose the effective shunt impedance per unit length is ZV = 50 Mf2/m. (a)
Assuming the power delivered to the beam is negligible, how much rf power is
required? (b) Repeat part (a) assuming the accelerator length is 100 m.

3-5. Use the definition of effective shunt impedance per unit length and the
expression for energy gain in a cavity to show that the resistive power loss for fixed
energy gain and freed Z~ is proportional to ~T. For a 100-MeV room temperature
electron Iinac with synchronous phase $ = O, and ~ = 50 NK2/m, plot the curve of
power (MW) required versus ~T (MV/m).

3-6. Suppose you have to design a TMolo pillbox cavity with a constant axial
electric field, but you are free to choose the length. If the cavity is too short the voltage
gain across it is small; if it is too long the transit-time factor is small. (a) Ignoring the
effect of the beam aperture, fmd the ratio of length to ~k that maximizes the energy gain
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for the cavity. (b) At this length, what is the transit time factor? (c) Show that a zero-
length cavity is required to maximize the energy gain per unit length. (In practice you
would be limited by peak-surface electric fields.)

3-7. Derive expressions -for r, r/Q, arid = for a cylindrical pillbox cavity in a
TMOIOmode. Wse the analync expressions for the pillbox cavity already given in the
reference material, and leave the formulas in texms of T.)

3-8. Calculate numerical values for r, r/Q, and Z@ for a cylindrical pillbox cavity
in a TMOICImode, assuming a rcwm temperature cavity for acceleration of relativistic
electrons. Assume a cavity resonant frequency of 400 MHz and a cavity length of ~.
Use the foxmula for transit-time factor and ignore the aperture factor.

3-9. Suppose we want to design a CW room temperature drift-tube Iinac to
accelerate a 100-mA proton beam from 2.5 to 20 MeV. Assume we can purchase 350-
MHz klystron tubes of 1-MW capacity each for the rf power. Suppose we run the
SUPERFISH cavity code and obtain the following results for all ~ values: T = 0.8,
= =50 MIVm, and Es/Eo = 6. Let us choose to restrict the peak surface elecrnc field
at a bravery factor b = Es/EK = 1. For adequate longitudinal acceptance we choose the
synchronous phase $ = -30°. (a) Calculate the average axial field ~ (b) Calculate the
length of the linac assuming it consists of a single tank. (c) Calculate the structure
power (power dissipated in the cavity walls), the beam power, and the total rf power
required (assuming the klystron generator is matched to the cavity structure with the
beam present). (d) What is the structure efficiency (ratio of beam power to total rf
power)? Assuming a generator efficiency of 60%, what is the overall rf efficiency (ac
power to beam power)? (e) How many klystrons do we need?

3-10. For largest effective shunt impedance (highest power efficiency), we prefer
high frequencies for room temperature linacs. But if the frequency is too large, the
radial variation of ixnrn parameters may become intolerable. Choose the linac frequency
for the cases below, by using the criterion that at the injection energy the accelerating-
field variation with radius over the beam aperture must not exceed 10%. Assume for all
cases that the radial aperture a = 1 cm for acceptable transmission through the entire
accelerator. Assume that EZ(r)= 10(27rr/ ~k), and use the approximation Io(x) = 1 +
xz/4. Choose the linac ficquency for the following injection conditions for the structure
phase velocity: (a) electron linac near 200 keV (use By= 1, or ~ = 0.707 instead of ~ =
1 which is really used), (b) proton Iinac at 750 keV (~ = 0.04), (c) proton linac at 3
MeV (~ = 0.08), (d) proton Iinac near 100 MeV (~ = 0.4).

. . .
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4 LINEAR ACCELERATOR STRUCTURES

4.1 Independently Phased Cavity Linacs

Linacs composed of arrays of independent cavities, each containing only one or two
accelerating gaps, have been used mainly for heavy ions for nuclear physics research. Well-known
examples include the high energy section of the UNILAC linac at GSI, Daxmstadt, and the ATLAS
superconducting Iinac at Argonne (see Fig. 4. 1).

Fig. 4.1. Split-ring resonator used at the ATLAS
superconducting linac at Argonne.

Each cavity is driven by a separate rf generator and can be phased independently. This system
provides maximum flexibility for acceleration of a large range of ions of different charge-to-mass
ratios and different velocities because each cavity phase can be adjusted to maximize the
acceleration for the injected beam, within that cavity’s performance limitations. The transit-time
factor of a short cavity has a broad velocity acceptance, which further contributes to the flexibility.
The cavity structure used at UNILAC is a single-gap cavity operating in a TMolo mode and has
been optimized for high 27P.

The cavities used for very low velocities are often TEM coaxial-type structures, such as
quarter-wave and half-wave resonators, loaded at the end by a drift tube. Examples are shown in
Figure 4.2; different shapes for the inner conductor can be used, such as the spiral, to reduce the
transverse dimensions of the cavity. Typically, a single resonator element is contained within a
cylindrical cavity, and it gives two accelerating gaps with opposite polarity. The spacin between

ithe gap centers is designed to equal ~@2, where ~s is the synchronous velocity and is the rf
wavelength, so that the synchronous particle travels between the two points in half an rf period.

We can analyze the acceleration in these two-gap cavities using the same approach as in the
preceding section. We choose the origin at the center of the cavity (see Fig. 4.3), and we assume
that the particle has a constant velocity through the cavity. It is convenient to express the time
dependence of the field using the sine rather than the cosine, as

EZ(r,z,t) = E(r,z) sin (ax+ $).

For an arbitrary particle of velocity ~, we write ax= 2x2 / flk. This is consistent with the phase
convention used before because the synchronous particle has its maximum acceleration when it
arrives .inthe center of both gaps at $ = O(at the crest).

The energy gain is AW = q~~~2 E(0,z)sin(2zz / /31 + @)dz.
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Fig. 4.2. Two- and three-gap cavities.

If we use a rngonomernc identity and assume E(O,Z)is an odd function about the origin, then

AW = qcos$~~’2E(0,z) sin(2nz / ~k)dz.

. . .
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Fig. 4.3. Two-gap x-mode cavity.
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The spatial average of the axial field, when E(O,Z)is an odd function, is zero. But, the spatial
average of the field when the field changes sign while the panicle is in the center of the cavity is not
a very useful quantity. Instead, we define

‘o=+j::,l-)ldz.

Then the energy gain is AW = qEoTcos 0 L>

Example: Square-Wave Field Distribution in Both Gaps.
We consider a two-gap cavity with gap length g and center-to-center gap spacing ~sU2, where

~s is the synchronous velocity. For the transit-time factor we obtain

The first factor in T is the usual gap factor, which depends on the particle ~ value. The second
factor is associated with the degree of synchronism of the particle. Only when ~ = ~s is this factor
unity, indicating perfect synchronism. The synchronism factor reduces the range of ~ over which
T is large. If the above exercise is carried out for an increasing number of gaps, the transit-time
factor becomes a narrower function of ~. If the same multicell cavity is to be used to accelerate
particles over a large velocity range, the number of cells per cavity must be kept small.

4.2 Wideroe Linac

Linac energy gain requirements are usually for many MeV. They can be met by an array of
single-cell cavities that can be independently phased, but this requires an rf drive into each cavity,
and the sernng of each cavity’s phase and amplitude. This is an acceptable solution for some cases,
especially for heavy-ion linacs, where it provides the flexibility needed for acceleration of a wide
range of particles with different charge-to-mass ratios and different energies. For acceleration of a
single particle species at a fixed input energy, it is simpler to use a multicell cavity, where the
relative phasing between cells is determined by the structure geometry and the cavity mode. A
multicell structure requires fewer rf drives and simplifies the operation. We will discuss in more
detail the multicell structures, beginning with the Wideroe Iinac.

The Wideroe Iinac was the first successful linear accelerator, and it is still used for acceleration
of low-velocity heavy ions. The beam moves within an array of hollow cylindrical electrodes to
which an rf voltage is applied (Fig. 4.4). Acceleration takes place only in the gaps between the
electrodes. The characteristic property of the Wideroe Iinac is that the voltages applied to
successive electrodes alternate in sign. Therefore, half the electrodes are at a negative potential and
half at a positive potential relative to ground. The electric field reverses in successive gaps, making
the Wideroe Iinac a n-mode standing-wave structure. The Iinac is designed so that the synchronous
particle travels from the center of one gap to the center of the next in half an rf period, making the
cell lengths equal to ~sk/2.
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Fig. 4.4. Wideroe or Sloan-Lawrence lumped-circuit suucture.

The Wideroe structure is used for particles with velocity below about ~=0.03, for which a
relatively low-frequency structure (C 100 ~) is needed. An example is the 27-MHz Wideroe at
the UNILAC linac at GSI, Darmstadt: The main advantage of this structure is that it can be
fabricated with practical transverse dimensions, whereas a drift-tube Iinac, based on the TMOICI
cylindrical cavity mode, would have a transverse radius >3 m at 27 MHz.

In principle, the voltages can be supplied to the electrodes by alternately connecting them to
two conductors parallel to the beam line and driven by a high-fkquency oscillator. At these high
frequencies, however, where the accelerator length is comparable to or larger than the rf
wavelength, the voltage will vary along the conductors. In this case the two conductors of a
quarter-wave resonator can be used to charge the electrodes. Because the voltage on the quarter-
wave structure varies as sin 2mz/7L,higher average accele~ting fields Cm be obt~n~ by bending
the low-voltage end away from the beam axis, and attaching the electrodes only to the high-voltage
end. This results in an array of bent qua.ner-wave resonator sections, which can be joined end to
end and loaded with drift tubes. These structures are shown in Fig. 4.5.

(a) (b)

Fig. 4.5. Wideroe or Sloan-Lawrence coaxial-line structure.
(a) Low-energy structure, (b) medium-energy structure.

Focusing can be provided by installing quadruple magnets within the electrodes, provided
there is enough space. One common arrangement to create the necessary space is to use a 7t-3z
mode configuration, in which long electrodes containing quadruples are alternated with short,
empty electrodes. The spacing between gaps alternates from ~s?J2 to 3~sl/2, which accounts for
the name X-3X.
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As the particle velocity increases, the electrode spacing increases; if the voltage between
electrodes is constant, the accelerating fields will decrease. After the particle velocity reachs a few
tenths of the speed of ligh~ a higher-frequency Alvarez drift-tube linac will provide better power
efficiency.

4.3 Drift-Tube Linac

4.3.1 Basic Concept

Suppose we want to accelerate the beam to high energies with a long TMolo pillbox cavity. We
have seen that if the cavity is made longer than the distance a particle travels in half an rf period
(~~), the transit-time factor becomes very small, and the accelemtion becomes inefficient. If the
cavity length equals the distance a particle travels in one rf period (Pi), the transit-time factor is
zero and the panicle is decelerated as much as it is accelerated. The solution used by Alvarez et al.
is to install hollow conducting drift tubes along the axis into which the electric field does not
penetrate (Fig. 4.6). This creates field-fi regions which shield the beam when the electric field
would decelerate the beam, and concentrates the field in the gap tegion to increase the transit-time
factor. The drift tubes divide the cavity into cells of nominal length ~1. As the energy increases the
cell lengths also increase. Each drift tube is charged oppositely at each end, and the fields in all
cells are in phase, as they are in the unperturbed TIWMCIcavity. This arrangement of the cell
accelerating fields is referred to as the Onormal mode or Omode, where the zero refers to the cell-
to-cell phase difference at a fixed time.

Fig. 4.6. Alvarez drift-tube linac cavity.

. . .

Fig. 4.7. Integration path for evaluating Faraday’s law in a drift-tube linac.
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We next show a very interesting and important result, that the value of the average axial field
h for a cell is related to the magnetic flux per unit length contained within the cell. We will apply
Faraday’s law, assuming an approximately periodic cavity, to the region shown in Figure 4.7.
We evaluate

By symmetry&= Oalong paths 2 &d 4. Also & = Oalong path 3 inside the conductor. The only
nonzero result is along path 1, given when the field is maximum as

The integral on the right side is -$~~ ~~ = -jco@,

where CDis the magnetic flux, given by @= ~Be drdz.

Therefore the magnitudes of the left and right sides are related by E@ = a%D.

The cell length is f)k therefore EOis proportional to the magnetic flux per unit length of the cell. If
the cavity is tuned so that the magnetic flux per unit length is the same for all cells, then EO is the
same for all cells in the structure. The relative magnetic fields can be easily measured fkom a
standard perturbation technique through holes in the outer wall and it is possible to tune the cells to
obtain the same Be near the wall. If the cavity radius is constant along the length, and the cavity
has the same radial distribution of Be for all cells, then the magnetic flux per unit length and EO
will be the same for all cells, regardless of their length. In practice the conditions can be
approximately obtained and the drift-tube linac has a constant EO for each cell rather than a
constant voltage across each cell (as does a Wideroe linac). The voltage across each cell varies with
the cell length PL because VO= EO~k The behavior is similar to that of a voltage divider, where
there is a freed voltage across the whole structure, given by EOL, where L is the length of the
structure. The cell voltages are determined by the fraction of the length occu ied by each cell.

JThe drift tubes are supported mechanically by stems, which can be ei er above or below the
drift tubes. The currents flow longitudinally on the outer walls and on the drift tubes, and are
everwhere in phase (see Fig. 4.8). There is no net charge on the drift tubes. The drift-tube space
is generally used to install focusing quadruple magnets. Them is no net current on the stems, but,
because of the time-varying magnetic fields on the surface of the stems, eddy currents produce
power dissipation. Although EOmaybe the same for all cells, the peak elecrnc field in the gaps
and the peak surface electric field will vary, depending on the gap length and other details of the
cell geometry. If desired, the structure can also be tuned so that E. is not constant.

..-
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Fig. 4.8. Charges and curnmts in a drifi-tube linac.

Adding the tit tubes makes the cavitY look somewhat like a coaxial resonator especially when
the gaps are small. Conduction current flows on each drift tube and becomes displacement current
in the ~aDs. The mametic field outside the drift-tube radius falls off with increasimz radius. as in a
coaxi~ he. Typic~ radial profdes of magnetic and elecrnc fields are shown in-Fig. 4:9. The
electric field lines are shown in Fig. 4.10.
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Fig. 4.9. Typical magnetic and elecrnc fields versus radius in a drift-tube linac in the transverse
plane passing through the center of a drift tube. The average axial elecrnc field in the
cell is 2.2-MV/m.

Another useful way of describing the DTL is as an may of cavity cells. In fac~ if a conducting
plane, perpendicular to the cavity axis was inserted at the electrical center of each drift tube,
where, by symmetry, the electric field has only a longitudinal z component, the field pattern would
be undisturbed and the cell resonant frequencies would be unchanged. Such conducting cell end
walls are undesirable because they dissipate power. They are useful conceptually for visualizing
the cells as individual cavities. Each effective cavity can be thought of as a lumped circuit
consisting of the drift-tube capacitors and the inductance associated with a current loop from one
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drift tube to the cylindrical outer wall and back to the other drift tube. However, this lumped-circuit 1
model is not good enough for an accurate quantitative analysis of the structure properties, which
rquires use of a numerical code such as SUPERFISH. The lumped-circuit picture often remains
useful for qualitative understanding. It would predict an approximate capacitance from the parallel
plate formula of Co = ~nd2 / 4g and an inductance of LO= WOLIn [(D-d)/2] / 27t. The geometry I

parameters are the gap g, cell length L, drift tube diameter d, and tank diameter D. The resonant
frequency of the cell is given in this model by CD02= 1/ LOCO.

1

1-
.——

@M)68 @).117

r— ”--” ‘i

/?=0.226

Fig. 4.10. Elecrnc field lines shown in half cells of a drift-tube Iinac as calculated in the program
SUPERFISH.

Consider the elecrnc field pattern calculated by SUPERFISH as a function of particle velocity
~, as shown in Figure 4.10. At low ~ the electric field lines concentrate on the front face of the
drift tube. As ~ increases, the cell length increases, and the lumped-circuit model predicts that the
inductance should increase if d and D remain constant. To keep the resonant frquency the same,
the capacitance must decrease. If the gap increases with the cell length, the model predicts an
unchanged fkequency. But at higher ~ the pictures show that more field lines terminate on the outer
diameter of the drift tube. It becomes harder to reduce the capacitance of the drift tubes by
increasing the gap, and larger gaps are required to compensate for the increasing cell lengths. As
energy increases, the larger gaps per unit cell length cause the transit-time factor and the effective
shunt impedance to become small. We will see that eventually the coupled-cavity structures become
more efficient than the DTL.

Figure 4.11 shows some parameters as a function of ~ for the Fermilab DTL, and Table 4.1
lists parameters for the Los Alamos (LAMPF) 200-MHz DTL. Fermilab uses nine tanks to
accelerate the proton beam from 0.75 to 200 MeV, and LAMPF uses four tanks to accelerate the
proton beam from 0.75 to 100 MeV. The effective shunt-impedance information in Table 4.1
shows the trend of decreasing effective shunt impedance versus ~.

. . .
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Fig. 4.11 Paxarneters plotted versus ~ for the 200-MeV proton drift-tube linac at FERMILAB: (a)
gap length per ~k, (b) transit-time factor, (c) effective shunt impedance, and (d) radial
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Table 4.1 Drift-Tube Linac Parameters for fhe LAMPF Proton Accelerator I

Tank 1 Tank 2 Tank 3 Tank 4
I

Cell No.

Energy in (MeV)
Energy out (MeV)
A energy (MeV)
Tank length (cm)
Tank diameter (cm)
D. T. diameter (cm)
D. T. comer radius (cm)
Bore radius (cm)
Bore comer radius (cm)
GIL
Number of cells
Number of quads
Quad gradient (KG/cm)
Quad length (cm)
E. W/m)
~S (deg)
Power (MW)
Intertank space (cm)

1 to 31

0.75
5.39
4.64
326.0
94.0
18.0
2.0 “

0.75
0.5

0.21-0.27
31
32

8.34-2.46
2.62-7.88
1.60-2.30
-26°
0.305
15.90

32to 59 60to 97

5.39
41.33
35.94
1968.8
90.0
16.0

.. 4.0
1.0 1.5

1.0
0.16-0.32

66
29 38
2.44-1.891.01-0.87
7.88 16.29

2.40
-26°
2.697
85.62

98 to 135

41.33
72.72
31.39
1875.0
88.0
16.0
4.0 .
1.5
1.0

0.30-0.37
38
20

0.90-0.84
16.29
2.40
-26°
2.745
110.95

Total length including intertank spaces = 6174.281 cm. (202 ft. 6.819 in.)

136to 165

72.72
100.00
27.28
1792.0
88.0
16.0
4.0
1.5
1.0

0.37-0.41
30
16

0.84-0.83
16.29
2.50
-26”
2.674
-.

A 2~L linac has twice the cell period, or one accelerating gap per 2~k. The linac may be
designed this way to provide longer drift tubes so there is more room for quadruple focusing
magnets (inside the drift tubes). We have already seen that the average axial elecrnc field is
determined by the magnetic flux per unit length, and this is still true for the 2~k linac.

We would then expect the ratio of surface magnetic field on the outer wall to EO would be
unchanged if we exchange our 1PA drift tubes for the 2~k variety. However, for the same
diameters of tank and drift tube, the longer cells will have twice the inductance and therefore will
require half the capacitance, compared with the 1~k case. This means the transit-time factor and
effective shunt impedance, will be smaller for the 2~k than the 1~k linac. Therefore if you have a
choice you will always choose the 1~1 structure over the 2~h to obtain better efilciency.

The modem drift-tube Iinac also uses posts of elecrnca.l length M4 to provide resonant coupIing
between the cells (see Fig. 4.12). This is desirable to make the field distribution less sensitive to
errors, and to eliminate phase shifts between cells resulting from the power flow away from the
drive poin~ We will say more later about this resonant coupling.

4.3.2 Design of Drift-Tube Linacs
. . .

The drift-tube linac is separated into an array of cells, each of which extends from the center of
one drift tube to the center of the next, and contains one accelerating gap. The DTL is a
synchronous accelerator, where a particle arrives at each gap at the right time (phase) to gain a
specified energy kick. The particle maintaining this synchronism is called the synchronous particle,
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and the corresponding phase and energy at each cell are called the synchronous phase and energy.
The linac is designed for continuous acceleration of the synchronous particle.

POST DRIFT
TUBE

Fig. 4.12. Drift-tube linac with post couplers for field stabilization.

For simplicity we assume that the synchronous pardcle always amives at the electrical center of
each cell at the same phase of the elecrnc field (same synchronous phase). For a 1~k linac with
constant synchronous phase, the synchronous particle travels from the center of a drift tube to the
center of the gap in one half an rf period, and continues to the center of the next drift tube in the
next half period. When particle velocities are increasing, the length of each cell must increase to
maintain the synchronism. This length depends on the synchronous particle velocity ~s, which
depends on the energy gain in each cell. But the energy gain in each cell depends on the electric
field, and on the length of the cell. Consequently, the cell design requires a method of successive
approximation.

First, the cell geometry at each average ~s must be chosen. This is generally done based on the
criterion of maximum effective shunt impedance, consistent with (1) obtaining the correct resonant
frequency, (2) allowing room within the drift tubes for quadruple focusing lenses, and (3)
keeping the peak surface elecrnc and magnetic fields within the technological limits (determined by
elecrnc breakdown and drift-tube cooling requirements). The fields, the power, the transit-time
factor for the synchronous particle (with constant velocity within a cell), and the shunt impedance
calculations are usually done by codes like SUPERFISH. This procedure results in an optimum
cell geometry in which the gap length, drift-tube shape, and tank diameter are determined. Because
of the energy gain in the accelerating gap, the gap is always displaced toward the low-energy end
of the cell. Fortunately, the field calculations relative to the gap are neariy independent of the
precise location of the accelerating gap in the cell. Therefore, the SUPERFISH calculation can be
done for an equivalent symmernc cell, which has the same length and geometry as the real cell, but
has the gap in the geometric center of the cell. Only the field distribution and the figures of merit
that do not depend on the magnitude of the field, need to be determined by this calculation.

After “theelectrical properties of the cells of different ~s have been calculated, the positions of
the gap centers must be determined. This requires calculations that allow for the change of ~~in the
cell. Furthermore, the calculations depend on the magnitude of the average accelerating field E.
and on the synchronous phase ~~.The choice of ~ is important because it affects the accelerator
length, the power dissipation, and the probability of elecrnc breakdown. The choice of
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position of electrical centers of successive gaps and the successive cell lengths still must be
determined by numerical integmtion of the synchronous particle trajectory. A simple algorithm for
integrating through the cell that often gets fairly accurate results is called the drift-kick-drift
method. In this approximation the particle is assumed to drift at constant velocity ~~1from the
center of the drift tube to the center of the gap, where it receives the acceleration as an impulse,
after which it drifts at the new constant velocity&z to the center of the next drift tube. This process
is repeated cell after cell until the particle reaches the desired fti energy. The drift distances are xl
~a}{~A~d x2 = &~2, and the total cell length is L =x1 + x2. The energy gain at the center of the

= qEoT(~,)cos$~L .
This c~culation maybe continued t%omcell to cell until the final energy is reached. Then the

total length and power can be calculated. Similar methods are used in the widely used drift-tube
Iinac design code, PARMILA @base And J@dial &lohon In Linear Accelerators), to lay out the gap
locations and cell lengths.

The drift-tube linac is usually configured in independent tanks, each with its own rf drive. The
tank lengths are determined mainly by the power available from the rf generator and by the
mechanically constants. . . .

4.3.3 Summary of Drift-Tube Linaes

The drift-tube linac is used exclusively for accelerating protons and heavier ions. In the velocity
region of-0.1 c ~ c 0.4, it is genertdly unmatched in perfonmmce compared to other structures. It
is not used for electrons because the injection velocity from a dc electron gun is usually higher than
this velocit range. Its advantages include (1) an open structure without cell end walls, resulting in
highest d for -0.1 e ~ e 0.4, (2) focusing quadruples within the drift tubes, providing stron

$focusing and permitting high current limits for long tanks. Its disadvantages are that (1) T and Z
decrease significantly at high ~ values as gap lengths increas~ (2) T and ZT2 decrease at low p for
fixed aperture as fields penetrate into drift tubes; and (3) focusing vanishes at low ~ where drift
tubes are too short to hold the quadruples of adequate length.

4.4 Coupled-Cavity Linacs

4.4.1 Basic Concept

The coupled-cavity linac (CCL) consists of a linear array of resonant cavities, coupled together
to form a multicell accelerating structure (Fig. 4.13). CCLS are used for acceleration of higher
velocity beams of electrons and protons in the velocity range of about 0.3 c ~ <1.0. The
individual cavities are also called cells, and each usually operates in a TMolO-like standing-wave
mode. The overall standing-wave mode of the whole structure is one normal mode of the coupled-
oscillator system, where specific relationships between the amplitudes and phases for adjacent cells
are specified. Most of the structures provide two accelerating gaps per ~1 and in its simplest form
the amangement of the cell-to-cell fields is referred to as the x mode, where then refers to the cell-
to-cell phase difference at a freed time. However, the most common arrangement in modem linacs
is the x/2 normal mode, which will be discussed later. There are many examples of this type of
structure, which use either elecrnc or magnetic coupling between cells.

Here we restrict the discussion to standing-wave operation. For traveling waves the structure
would be used as a periodically loaded waveguide rather than as an array of coupled standing-wave
oscillator, and we will return to the traveling-wave structure later. To understand CCLS, we must
understand the properties of an array of coupled oscillators. Probably the most significant
advantage of this type of accelerator is called resonant coupling, which we will now discuss.
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Fig. 4.13. Side-coupled linac structure as an example of a coupled-cavity linac structure. The
cavities on the beam axis are the accelerating cavities. The cavities on the side are
nominally unexcited and stabilize the accelerating-cavity fields against perturbations
from fabrication errors and beam loading. This cell-to-cell field pattern is known as
the n/2 mode.

4.4.2 Resonant CoupIing

The general approach of designing standing-wave accelerating tanks by including unexcited
oscillators in the array for overall field stabilization is called resonant coupling. To explain this, we
must discuss the propernes of a linear chain of coupled oscillators. We describe the problem of N
coupled electrical oscillators shown in Figure 4.14. The coupling between oscillators is assumed
to be magnetic, through the mutual inductances. Without any coupling there are N independent
oscillators. This treatment can also serve as a model for a chain of cavity resonators if each cavity
resonates in the same cavity mode, such as a TMolo mode, which is well separated in frequency
fmm the other cavity modes (the criterion for adequate separation will become clear later). There
will be N coupled states or normal modes of the system, each with a characteristic resonant
frequency and a characteristic pattern of the relative amplitudes and phases for the different
oscillators. In the case of real cavity resonators, where the individual oscillators have many modes,
each cavity mode begets a family of N nomml modes that occcupies a frequency band near the
resonant frequency of an isolated oscillator. The greater the coupling, the larger the band width of
the family of noxmal modes.

The properties of these N normal modes can be determined by solving an eigenvalue problem.
This is done in the following way. Kirchoffs law is applied to the N circuits, and the sum of the
voltages around each loop is set to zero. The resulting N simultaneous equations are solved for the
eigenfiequencies and the corresponding eigenvectors. The eigenvector components give the
disrnbution of currents in the oscillators for each normal mode. Many general details of the
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behavior of such a system can be deduced from our coupled-circuit model, including the
characteristics of the normal modes, the nature of the dispersion relation, the effects of errors in the
frequencies of the oscillators, and the effects of power losses. We anticipate the applicability of this
model to a chain of coupled cavities, and we will often refer to the eigenvectors as the fields,
instead of currents.

COUPIED CAVITIES

*’Q
1“+ ia iod

COUPLED CIRCUITS

Fig. 4.14. Chains of coupled cavities and coupled circuits.

4.4.3 Coupled Oscillators: Three-Oscillator Example

We will discuss this problem in more detail using the terminology of reference 10. To get a
better feeling for the physics before discussing the general problem, we present the results for the
chain of three coupled oscillators, as shown in Figure 4.15.

M M

Fig. 4.15. Three coupled oscillators.

This three-oscillator system consists of one central oscillator with mutual inductances on each
side for coupling to each of the end cells. The end oscillators have only half the inductance of the
middle oscillator, but have twice the capacitance to give equal resonant frequencies. The end
oscillators are called half cells. (In an accelerator they would correspond to half-length cells with
conducting planes inserted at the center plane of symmetry.) The circuit equations may be written,
by summing the voltages around each circui~ as
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[1
2

X. 1- ~ + xok = O, oscillator n = O,

H
2

xl l–~ +(xo +xz)~=O, oscillator = 1,

[1
2

x2 l-~ +xlk = O, oscillator =2.

The normalized currents are Xn= in ~, k is the coupling constant, co. is the resonant frequency
of the individual (uncoupled) oscillators; and Q is the fkequency of a nomml mode. The details of
the solution of the eigenvalue problem can be found in refererence 11. The circuit equations can be
put into matrix form and can be written as

where L is the matrix operator, a function of the cavity frequency and the coupling constant k, X is
the eigenvector whose elements are the currents or fields Xn;and 1/~2 is the eigenvalue. For eL
case with no power losses, the three normal-mode eigenfiequencles Q and the normalized
eigenvectors Xn (whose components are the Xn)in order of increasing mode frequency are as
follows.

(a) Mode O (called the Omode because all oscillators have zero relative phase difference).

where the elements of the normalized eigenvector give the relative fields in each oscillator.

(b) Mode 1 (the 7K/2mode)

[1
1

C+=coo, Xo= o

–1

(c) Mode 2 (called the x mode, and has the highest frequency).
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The bandwidth including these three normal modes is approximately ~(t) = @ok. The eigenvector
components for each mode number q can be summarized in the following compact and more
general form. For N + 1 coupled oscillators, wherein this case N + 1 =3, we can write (explicitly
showing the time dependence) the eigenvector elements in the qth normal mode as

x xqn CjClqt,
q,n = cos—

N
n =0,1,2 (oscillator), and q = 0,1,2 (mode).

This foxm describes a standing wave, ,bu~ it can also be expressed in
backward traveling waves as

terms of forward and

j(f4pdN) + ej(Qqt+w/N)
x xqn ejfl~l, = e

q,n = cos—
N 2

The Quantiw mdN is the phase advance of the traveling waves per oscillator, where in this case for
three-oscill~tor~, N =2. he eigenfrequencies may reexpressed as

Clq=
q)

~1 + kcos(nq / N) ‘
q = 0,1,2 (mode).

Note that the phases of adjacent oscillators in the Oand z modes either are the same or reverse. The
n/2 mode is different because it has an unexcited oscillator. We will see later that the x/2 mode has
unusual properties that make it very attractive for the operating mode of an accelerating structure.

For coupled accelerator cavities it is important to deterrmne the effects of resonant frequency
emors for the individual cavities. To study the effects of frequency errors, perturbation theory can
be used. The errors are contained in a perturbation marnx P, which when added to the unperturbed
L marnx gives the corrected L marnx. The fret-order eigenvector corrections are calculated from
the series

where the Xr are the unperturbed eigenvectors, and the amplitudes are

aqr.k!51
11_-—

Q: Q:
..-

This shows that the effect of the errors is to create a new eigenvector, which is approximately the
old unperturbed eigenvector, with corrections that come fmm adding or mixing conrnbutions from
all the other unperturbed eigenvectors. The amount by which the other eigenvectors are mixed
depends on a marnx element Xq P X,, and increases as the unperturbed eigenvalues (or

1
1

I
I
I
I
I
I
I
I
I
I
I
I
I

I
I
I

I
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frequencies) become more closely spaced. This is an important result, to which we will return
later. If all three frequencies are different, it is convenient to choose the unperturbed frequency @
based on an average over the end cell eigenvalues. We define ~ as the frequency error of the end
cells relative to 6)0 and ?iol is the frequency error of the middle cell. Now we show the results
through fmt order in the fictional frequency enors for both the Oand x modes. For the 7r/2mode,
the first-order theory gives a nonzero comection only for the field in the middle oscillator.
Therefore, for the 7r/2mode we have carried out the calculations through second order. The results
for the three modes, perturbed by oscillator kquency errors areas follows.

(a) The Omode, valid throughjirst order.

X. = .

(b) The z12 mode, valid through second order. (Note that the second-order terms appear in the
eigenfkquency and in the first and third elements of the eigenvector.)

:1
2

4 50, ti~

()

2 8U0—— —
1+k2 O.)O00 -p ~

2 @
xl= -–—

k O.)O
.

()

2
4 6cll*ti~ 2 @.—— — —

‘1+ k’ COO00 + k2 (DO

(c) The z mo&, valid throughfirst order,

. . .
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First we see that, compared with the unperturbed case, the magnitudes of the eigenvector elements
have changed but they are all real. If we express the pmurbed eigenvectors as

x ~,n = Aej@cos~ej*qt ,

the A~@ factor corresponds to the ratio of the elements of the perturbed to the unperturbed
eigenvectors. The above results show that, for resonant frequency errors, the amplitudes A are
generally no longer unity but the phases are still@= O.

The presence of fust-order corrections to the elements of the eigenvectors for the O and z
modes shows that the field disrnbutions for these modes are sensitive to resonant frquency errors
in the individual oscillators. Such errors result in field nonuniform@, which increases with the
fractional error in the frequencies and decreases with increasing coupling stnmgth k. By contrast,
the effect of such frequency errors for the d2 mode appears as a frst-order correction only to the
middle (nominally unexcited) oscillator. The emors affect the outer (nominally excited) cells only in
second order. Therefore the field in the excited cells in the 7c/2 mode is very insensitive to
frequency errors. We will describe later how this insensitivity can be used beneficially in
accelerator structures.

Next we look at the steady-state solution with oscillator resistive power losses included and we
ignore the oscillator fkquency errors. Because energy will be dissipated, we need to supply this
energy with generators for a steady-state solution. For simplicity, we assume the quality factor Q is
the same for all three oscillators. It is useful to consider the case where the only generator is in the
end oscillator n = O.If the driving frequency is a normal-mode frequency, that normal mode will
be excited and the fields will be approximately proportional to the corresponding eigenvector
elements. We obtain the following results in lowest order for the fields, after normalizing the
results to the field in the driven oscillator (n = O).

(a) Omode

x~=..-

1

{

.44”
exp ‘J kQ ,
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(b) 7d2nw& (second-order term kept for third oscillator.)

.

1-

X1= ~
kQ {}

exp j ~

-1+~
(kQ)2 .L

(c) zmode

1

{

_exp j34mi~X2= —
Qj

.{ }

.411”

‘Xp J kQ

.

We have expressed the field elements as an amplitude times the phase factor. If we express the
perturbed normalized eigenvectors as

x ~,n = Aej$ cos~emqt ,

the Ae@ factor corresponds to the ratio of the values with losses to the unperturbed lossless values.
The above results show tha~ when losses are included, the amplitudes A are not changed to lowest
order. We see that the losses produce a relative phase shift $ between adjacent oscillators in both
the Oand n modes, which increases as the Q decreases and decreases with increasing coupling
strength k. This is sometimes called the power flow phase shift, because it is associated with the
flow of power per unit stored energy away fmm the generator through the oscillator chain. In the
general case of N+l oscillators, the ower-fiow base shift from the drive point to the oscillator at

1 n2&the end of the chain n cells away is (p= / (kQ) . This phase-shift increases in proportion
to the square of the number of oscillators. But in the x/2 mode, power losses do not produce this
phase shift. Instead, they produce an excitation of the middle (nominally unexcited) oscillator that
is 90 degrees out phase with the fields in the excited oscillators. There is only a second-order
amplitude droop between the two excited oscillators. This is called the power-flow droop and
usually is”of little consequence. So far we have separated the effect of the frequency errors from
that of the power losses. In the general case both effects will occur together. The resulting
normalized eigenvector will have the form
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x~,n = Aq,n COS —w n ~(nqt + Il)q,a),

N

whexe, to lowest order, the deviations from unity of the amplitude km increase with the oscillator
resonant frequency errors. The power-flow phase shift @q,n increases with decreasing Q of the
resonators. Both effects decrease with increasing coupling strength k.

In summary, the three-coupled-oscillator problem illustrates the sensitivity of the O and n
modes to oscillator frequency emors. Such errors produce distortions of the nominally uniform
field amplitudes. Power flow along the oscillator chain in the 10SSYcase causes relative phase shifts
between adjacent oscillators. We have also seen, for the n/2 mode, an insensitivity of the field
amplitudes and phases for those oscillators that am excited in the unperturbed case.

4.4.4 General Problem of N + 1 Coupled Oscillators

Now that we have looked in some detail at the results for three coupled oscillators, we will
summarize the general results for N + 1 c“oupledoscillators.lz In the general case there are N -1
identical internal oscillators each of which is magnetically coupled to two adjacent oscillators, one
on each side, and there is a “hal~’ oscillator on each end, for a total of N + 1 coupled oscillators
(Fig. 4.16).

~ N+l ~

mbbLo

1-
2C() co co co

. . .

Fig. 4.16. N + 1 coupled oscillators.
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Fig. 4.17. Normal-mode spectrum of coupled oscillator system with seven oscillators.
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The eigenvector elements in the qth normal mode are

s ~o~ Wn .JQqt n = O,~..,N (oscillator),
x q,n

N’ andq = 0,1,.,N (normal mode).

The quantity xq/N is the phase advance per oscillator of the comxponding traveling waves. The
eigenfrequencies maybe expressed by the dispersion relation (S2versus xq/N) as

W=kim”
This relationship is shown in Fig. 4.17. The coupling constant is k, and the resonant Ilequency of
the individual cavities is @o.Now there are N + 1 nomal modes centered at ~. The bandwidth of
this family of normal modes maybe defined as QN - QO= WO[(l- k)-1’2 - (1+ k)-1’2]s coOk.

As the number of normal modes increases, the bandwidth is fixed at kuo, and the modes
become more closely spaced. This creates two problems. First, when power losses are included,
each normal mode has a width which is approximately AO= o / Q. If the mode width is larger than
the spacing to the nearest normal mode, the normal modes will overlap, and the generator will
excite both modes rather than only the desired one. Second, as described earlier, perturbations
resulting from Ikequency errors produce corrections to each eigenvector. The corrections are made
in perturbation theory by adding some fraction of each of the other unperturbed eigenvectors. The
conrnbuaon from each mode to this correction depends on the frequency spacing of the modes.
For a given set of oscillator errors, modes that are closer together cause larger perturbations to the
fields than modes that are farther apart. Therefore, small mode spacings must be avoided. The
frequency spacing between the x mode and the next-nearest-mode is small because the z mode is at
a point on the dispersion curve where the slope is zero. When k cc 1 this spacing is

For the 7c/2mode, however, this spacing is larger (for N z 2), and fork c< 1 the spacing is given
by

This illustrates another advantage of the 7r/2mode, namely, that the mode spacing is greater than
for the other normal modes. The advantages described above for three coupled oscillators have
nothing to do with the normal mode spacing, but result from the symmetric central position of the
7r/2mode in the mode spectrum. For the z/2 mode the perturbation-theory contributions horn the
nearest frequency modes cancel, leaving only second-order terms.

4.4.5 Coupled-Cavity Structures for Accelerators

We have seen that the coupled-cavity system has a spectrum of normal modes, and that the
spectrum becomes more closely spaced as the number of cells increases. This can create a problem
of controlling the uniformity of the field disrnbution in the desired mode. This problem becomes
more serious when the mode-spacing decreases, because small frequency errors allow the nearby
noxmal modes to exert a large influence on the actual perturbed field distribution.
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The coupled oscillator problem, studied above, revealed the following properties of an may of
cavities in standing-wave operation in modes other than IC/2mode. When frequency errors are
present, the field distribution is sensitive to these errors. If power is transmitted from the drive
point to replace power dissipated in cavity walls or delivered to the beam, there is a (power-flow)
phase shift from cell to cell. This phase shift could be compensated by shifting the gap centers, but
the shift depends on the beam current (increasing current means decreasing Q), and the
compensation would be correct only for a single beam cumen~ These problems may not be serious
and the n mode can be used, if the coupling strength k is large enough or the number of cells is
small enough. Otherwise the IL/2mode is usually the best solution.

We have seen that the n/2 normal mode of a chain of coupled oscillators has unique properties.
We can make use of this normal mode if we can devise a suitable geometry, satisfying a
synchronous condition for the particles, and resulting in good acceleration efficiency (high shunt
impedance). To ensure synchronism in the x/2 nonrxd mode in aperiodic array of cavities, one can
choose the cavity lengths so that the spacing between sequential excited cavities is ~M2 (half an rf
period). This gives the configuration shown in Figure 4.18& which contains four e ual-length

%cavities on axis in a space of length & It provides two excited accelerating cells per 1 as does
the x-mode structure, and includes two unexcited cells. However, this configuration does not
generally lead to efficient acceleration. With the fields concentrated in only half of the cells for the
7r/2 mode, the net power dissipation is larger than that for the n mode, where all cells can
contribute to produce the same energy gain.

A better solution has been to make a b@eriodic chain, in which the accelerating cavity geometry
and lengths are chosen for improved shunt impedance, and the unexcited cavities, also called
coupling cavities, have a different shape and are tuned to the same uncoupled resonant frquency.
The two most popular geometries have been the on-axis coupled structure (Figure 4.18b), where
the coupling cavities occupy a smaller axial space than the accelerating cavities, and the side-
coupled cavity (Figure 4. 18c), where the coupling cavities are completely removed from the beam
line. For both geometries the coupling cavities are usually coupled magnetically to the accelerating
cavities. The magnetic coupling is through slots cut in the outer wall. Both solutions retain the
unique properties of the 7r/2 mode of the periodic cavity chain and provide the flexibility for
obtaining the high shunt impedance that is characteristic of the x mode. The b@eriodic cavity chain
can also be analysed using the coupled-circuit model. This model shows that to recover the z/2-
mode properties, another step is required. To see this, we give the results for a biperiodic array for
2N (coupling) cavities with frquency (oC,which alternate with 2N +1 accelerating cavities with
frquency @a.The dispersion relation is

-=HH19‘=091300-72Nsk’ COS2 ~

where k is the coupling constant between the nearest neighbors, and ~ is the mode frequency for
normal-mode q (see Fig. 4.19). The quantity 7tq/2N is the phase advance per cavity of a traveling
wave. The z/2 normal-mode corresponds to q = N. The dispersion relation for the n/2 mode has
two solutions, ~ = CDaand ~ = O)C.This is clarified by plotting the dispersion relation, where the
7r/2point is seen to have a discontinuity unless COa= to.. There are two branches, which are called
the lower and upper passbands. Between is the stopband, within which there are no nonrml-mode
solutions. The discontinuity can be removed by tuning all cavities to have the same frequency so
that o~ = WC.

. . .
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Fig.4. 18. n/2-mode operation of a cavity resonator chain: (a) periodic structure in z/2 mode, (b)
biperiodic on-axis coupled-cavity structure in @2 mode, and (c) biperiodic side-coupled
cavity in nf2 mode.

. . .
Fig. 4.19. Dispersion curve of biperiodic structure.

After this tuning the two passbands are joined at the z/2 mode, and the dispersion curve at this
point is changed to have a nonzero slope. Again, with no losses and no frequency perturbations,
there are excited cells separated by unexcited cells just as for the case of a n/2 mode in a periodic
array. We number the even cavities or excited cavities 2n, and the odd or unexcited cavities 2n+l,
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where n =0,1, 2,..., etc. The quality factor for the excited (accelerating) cavities is Q~ and for 1
the unexcited (coupling) cavities it is QC.The total number of cavities is odd, and the end boundary
conditions are defined by half-cell accelerating cavities.

We now state the general results for power-flow phase shift and power-flow droop. We
assume that the drive is located in cavi~ 2m and that the results will be valid for coupling cells with I

n c m and for accelerating cells with n‘< m. Thus the index n begins at an end celi, where n = O,
and advances the drive cell located at 2n = 2m.

The fkquency difference between the coupling and accelerating cavities, ti = @ – o., is also I
the width of the stopband in this approximation. The field in accelerating cavity 2n is given (to
second order) relative to the field X~ in the drive cavity (also an accelerating cavity) as

I

[

2(m2 -n2) . 4(m2 - n2) ~~
x2n 1=(-l)n-mx2m1-~2QaQc+J ~2Q ~ .

a

9

I
The second and third terms in the bracket-are power-flow cmmction terms and are both of second
oxrier.The second is called the power-flow droop and the third is the power-flow phase shift. Both
vary quadratically with n as n decreases from the drive point. The result may also be written as I

[-2$&~)]e+4(~~n2)~X2” s (-l)n-mxzm 1

When the structure is tuned to close the stop band &O = O, and the power flow-phase shift 1
vanishes. The amplitude of the accelerating cells is largest at the drive cell, where n = m, and is
smallest at the end cell n = O.

The field in coupling cavity 2n+l has a first-order term which is I

or

[1X2n+1s (-l)n-mX2m j= ,
a

x h+l = (–l)n-mxzm
[1

& exp(jx / 2).
a

I
I
I

The amplitude of the coupling cells is largest at the coupling cell adjacent to the drive cell I
(n= m – 1) and smallest at the end cell (n = O). Note that to f~st order QCdoes not affect the
coupling-cell amplitude.

The application of the formulas we have presented is sometimes confusing because of the I
cavity numbering. We will present an example that is intended to clarify the notation. Consider a 9-
cell structure with 5 accelerating cells and 4 coupling cells. The end cells are numbered 2n = Oand
2n = 8. If the drive cell is the middle cell, it is numbered 2m = 4, or m = 2. The results above are
valid for cells Othrough 4, or n = O,n = 1, and n = m = 2. The fields are symmetric with respect to

I

the drive cell in this case, but in general, to get the results for cells with n > m, one can renumber
the cells to count from the other end towards the drive point and then apply the formulas for these
cells, using the new numbering. I

The general approach of designing standing-wave accelerating tanks by using nonexcitcd
oscillators as coupling elements for field stabilization is called resonant coupling. We have seen
how this can take the foxm of x/2-mode operation in periodic and biperiodic cavity chains. It is also
used for stabilization of the fields in the drift-tube linac (DTL), where the resonant coupling
elements are the W4 posts called post couplers. The DTL is usually described as a O-mode coupled- ,

I
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cavity chain, with cells that are nxonantly coupled by the posts.
ate strongly coupled because of the open geometry.

Even without the posts, the cells

BEAM.——
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Fig. 4.20. The side-coupled saucture at the Los Alamos LAMPF proton Iinac.

4.4.6 Design of Coupled-Cavity Linacs

The basic accelerating unit of the CCL is the multicell tank, usually consisting of identical
accelerating cells and identical coupling cells. The side-coupled structure at Los Alamos is shown
in Fig. 4.20. The simplification of identical length cells is possible because the velocity change in
a high-beam-velocity CCL tank is much smaller than in a DTL, which generally accelerates lower
velocity particles. The end cavities are not built as half cells, even though in our treatment it is
convenient to model them this way. To build a cavity as a half cell, it would be necessary to place a
conducting plane at the center of the cavity to provide a perfect reflecting symmetry. But a real
accelerator cavity needs a beam aperture, which would destroy the perfect symmetry, and means
that special tuning would be still required for this cell. Consequently, there is no real advantage in
using half cells. In practice full cells are used at each end. These cells are different because they
couple to a coupling cavity only on one side, and must be designed and tuned for the correct
frequency.

‘fie cell lengths are equal to ~dk/2, where ~d represents an average design VChChy fOr the
beam in that tank. The cell design is then somewhat different Ikom that for a DTL. With constant-
length cells, the synchronous phase must be & = –It/2, which corresponds to no acceleration for
the true synchronous particle and no increase in cell lengths. However, the design particle is
injected at a specific phase near the crest of the wave. The design-particle injection phase is chosen
so that the phase of the design particle advances to a maximum positive value in the first half of the
tank and men decreases back to its initial (injection) value in the second half. In practice the phase
changes are usually rather small within a tank, and the design particle is usually called the
synchronous particle even though, strictly speaking, it is not, For relativistic electrons the value of
~d can be set to unity. The effect of phase oscillations is often negligible. Of course in the lowest
velocity tank, where the electrons are not fully relativistic,
discuss the beam dynamics in more detail in the next chapter.

ph~se-motion will occur. We will

91



The length choice for the CCL tanks results from a compromise among several factors. For
protons the requirement for focusing usually sets a limit on the tank length, because a focusing
element must be placed at the end of a tank and the spacing of focusing elements can affect the
overall focusing strength. Two tanks can still be coupled together by means of a specially excited
cavity called abridge coupler, which is located off the beam line to make room for the quadruple.
The bridge cavity is usually magnetically coupled to the end cells of the two adjacent tanks. A
combination of separate tanks coupled together by the bridge couplers and driven by one rf
generator is usually called an rf module. One other consideration in setting the length of a multitank
module is that the power-flow droop effect in the n/2 mode must not significantly affect the field
distribution.
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Fig. 4.21. Effective shunt impedance for the LAMPF side-coupled linac as a function of velocity.

4.4.7 Relative Merits of Coupled-Cavity Linacs

A CCL cell is only half as long as a DTL cell at the same velocity, and therefore for the same
diameter has about half the inductance. The capacitance must be twice as large, which means the
gap spacing is reduced (especially since the CCL nose cones are usually not as large as the DTL
drift tubes). The smaller gap is beneficial because it raises the transit-time factor. This must be
weighed against another property: unlike DTL cells, CCL cells have end walls, on which additional
power is dissipated. The effective shunt impedance increases as a function of ~, as shown in
Figure 4.21. For low velocities the wall-power-loss effect favors the more open DTL structure,
whereas at higher velocities the transit-time factor effect favors the CCL. In proton linacs the
transition between these two regimes occurs near 100 MeV, which is the transition energy for the
LAM.PF proton linac.

4.5 Radiofrequency Quadruple Linac

4.5.1 Introduction

The radioflequency quadruple (RFQ) accelerator is a new type of linear accelerator that is
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especially suited to the acceleration of low-velocity ion beams. Properly designed RFQ accelerators
can be used alone to accelerate high-cumen~ low-emittance beams, or they can be designed to inject
such beams into other types of accelerators, such as a DTL or a synchrotrons. A high-energy ion
accelerator system uses several types of accelerating structures. However, all high-energy beams
start at low-velocity, and the low-velocity genesis of the beam is an important factor for overall
accelerator performance. The popularity of the RFQ accelerator is a result of its special capability in
this low-velocity region.

To introduce the ideas that led to the RFQ accelerator, we fwst discuss the nature of the
problems of accelerating low-velocity ion beam. An essential feature of all ion linacs is the use of
phase focusing. If an ion bunch traverses an accelerating gap while the voltage is rising, the
particles at the tail of the bunch, which traverse the gap later, will receive a higher energy gain than
the earlier particles at the head of the bunch. In this way the bunched character of the beam is
maintained, and the longitudinal effects of space-charge repulsion are counteracted. However, the
use of phase focusing inherently produces transverse defocusing forces that must be counteracted
by exrnnsic means. These so-called rf defocusing forces are stronger for low-velocity particles.

Furthermore, the transverse space-charge repulsion must be overcome, if high-intensity beams
are to be accelerated. For high-current beams, nonlinear space-charge forces will rapidly and
irreversibly cause transverse-emittance growth unless strong counteracting focusing forces are
applied. If a DTL is used for the first Iinac structure, where the focusing is provided by magnetic
quadruples installed in the drift tubes, the mechanical requirements establish a minimum cell
length, which implies a minimum injection energy between about 0.5 and 1 MeV for protons.
Prior to the introduction of the RFQ, the beam was accelerated to this energy by a dc Cockcroft-
Walton injector, and was bunched by a system of properly phased rf cavities. This bunching
increased the instantaneous current, which produced an even higher focusing requirement at the
DTL inpu~ where high focusing strength is especially difficult to obtain. The RFQ accelerator was
developed to address these low-velocity problems.

Many of the problems are traceable to the use of the velocity-proportional magnetic force for
transverse focusing of the beam. Use of the velocity-independent electric force is an attractive
alternative, and one possibility is to use the rf electric fields for focusing. Several earlier concepts
were proposed, but the RFQ accelerator in its modem form was proposed by Kapchinskiy and
Teplyakovlq in 1969. They proposed the shaping of four poles to introduce longitudinal
accelerating fields while retaining inherent transverse electric-quadrupole fields for focusing.
Figure 4.22 shows an RFQ accelerator based on a four-vane rf resonator. The pole-tip modulations
that produce the accelerating fields are shown. If the amplitude of these modulations is increased to
raise the accelerating fields, the focusing fields are decreased but the quadruple purity of the
focusing is retained.

Figure 4.23 shows a short section of an RFQ accelerator that uses the four-vane cavity
resonator to excite the poles. Radiofrequency currents flow radially in the four quadrants resulting
in + - +.– polarities on the poles at a given time, which thus produces a quadruple focusing or
defocusing force m a given transverse plane. One-half cycle later, the forces reverse sign to
produce an overall focusing effect. The focusing force at a given time is spatially continuous along
the z axis. If the pole tips have constant radius, only a velocity-independent focusing force is
produced. In Figure 4.23 the pole tips have a sinusoidal-like radius variation, with the x-plane
variations shifted in z by one-half period from those of the y plane. This pole-tip modulation
produces longitudinal electric fields in addition to the transverse focusing fields.
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Fig. 4.22. Schematic drawing of an RFQ accelerator section. The four poles are excited with
quadrupole-mode rf voltages to focus the beam. The pole-tip shape is modulated to
produce longitudinal elecrnc fields that accelerate low-velocity ions.

c-c

z

Fig. 4.23. Two schematic views of an RFQ accelerator element. The unit ceI1of length ~J/2 is
shown along with the minimum radius a, the maximum radius ma, and ro defined
later in the text.

4.5.2 Potential Function and Electric Field

The pole-tip geometry and the beam dynamics analysis for the RFQ accelerator are easily
understood by using an analytic formulation for the rf electric fields. The electric fields are
concentrated in the small volume near the four pole tips, whose dimensions are much smaller than
the rf wavelength; to a good approximation, the spatial dependence of the electric field is
determined as a solution of Laplace’s equation with quadrupolar boundary conditions. The general
solution in cylindrical coordinates for an idealized periodic RFQ structure can be expressed as an
infinite Fourier-Bessel series. The analysis is greatly simplified by choosing the pole-tip geometry
so that only the two lowest-order terms are significant. Then the potential function is written in
cylindrical coordinates (r,V,z) and as a function of time t as follows:

..-

Uv
[()

2
=— x:

2a 1COS2Y+ AIO(kr)coskz sin(ax + $),

where V is the peak value for the time-varying potential difference between adjacent pole tips, a is
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the minimum aperture radius in the cell, and @ is the angular frequency of the rf fields. If we
choose t = Owhen a particular particle is at the beginning of the unit cell, then@ (called the particle
phase) is the corresponding phase of the field at that time. The quantity Io(kr) is the Modified-
Bessel function of order zero, and k = 2x/~sk, where ~s is the ratio of the velocity of the
synchronous particle to the speed of light, and k is the rf wavelength. The quantities A and X are
called the acceleration and focusing efficiencies and are given by

m2-1
A= X= l- AIO(ka) ,

m210(ka) + 10(mka) ‘

where m 2 1 is the modulation parameter shown in Figure 4.23. From the gradient of the
potential, the standing-wave electric field components are obtained:

EV=~
WV

a2
rsin2y , EZ = —IO(kr)sin kz ,

2

each multiplied by sin (at + +). When m = 1, the acceleration efficiency A = O, the focusing
efficiency X = 1, and the RFQ becomes a pure electric-quadrupole transport channel with
transverse elecrnc-field components only, with field lines as shown in Figure 4.24. As m
increases, A increases and X decreases, and a longitudinal electric-field component is produced
(see Fig. 4.25).

The electricquadrupole strength, which is represented by the terms in the expressions for the
field that contain the focusing efficiency X, does not depend on z and varies sinusoidally in time.
One can maintain the same qua&upole focusing strength in every unit cell by varying the
parameters such that XV/az is held fixed. The second term in the expression for Er is the rf-
defocus field that gives radial defocusing for a negative phase angle $ in the range –90° to 0°,
where acceleration and longitudinal focusing are simultaneously obtained. The dynamics without
space charge can be analyzed, and overall stability of the transverse particle motion is obtained for
parameter values within definite limits. In the approximation that the velocity change over the unit
cell can be ignored, the energy gain for a particle with velocity ~ can be calculated by replacing
t = z@c and integrating the expression for Ez over the unit cell. For the on-axis synchronous
particle with charge q, the energy gain is AWs = q~Tl cos OS,where ~= 2AV/~sl is the space-
average longitudinal field on axis, T = 7c/4is the transit-time factor, 4 = ~sl/2 is the cell length,
and @ is the phase of the synchronous particle (phase of the field at t = O). In addition, it can be
shown that stable longitudinal motion can be obtained for nonsynchronous particles, just as in a
conventional Iinac. Acceleration occurs for all particles contained within a phase-stable bucket,
defined in longitudinal phase space by a separatrix trajectory.

Ideally, pole-tip geometries are derived from the N/2 isopotential surfaces of the potential
function. The transverse cross sections are approximate hyperbola~ at z = j3sl/4, half way through
the unit cell, the RFQ has exact quadrupohr symmetry, and the x and y pole tips have a radius
equal to r. = aX-lJz. In practice, the vane-tip contours must deviate from the ideal shape to
control the peak surface elecrnc field and for ease in machining. The properties of different pole-tip
geometries have been calculated numerically including pole tips with (a) circular cross section with
the same transverse radius of curvature throughout the cell, proportional to ro, and (b) sinusoidal
longitudinal profiles. Pole tips with constant transverse radius of curvature offer advantages of
reduced peak surface electric field and capacitance independent of longitudinal position, a property
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that is beneficial for tuning the RFQ cavity. For a circular transverse pole-tip geometry with no
longitudinal modulations, the peak surface elecrnc field occurs not at the pole tip but at the point
where the poles have minimum separation. The field at the pole tip is V/rO,and the peak surface
elecrnc field Es = cxV~O,where cx= 1.36 for unmodulated vane-tips, when the vane-tip radius of
curvature is equal to ro. For modulated poles, the value of a is modified by the values of both the
transverse and longitudinal radii of curvature.

Fig. 4.24.

Fig. 4.25.

Field lines in a four-vane RFQ cavity with unmodulated pole tips. The elecrnc field
lines lie in the transverse plane, and the magnetic field is in the longitudinal direction.

t r , I u I

0.0 0.1 0.2 0.3 0.4 0.5
Z/f)+

Elecrnc field vectors in the x-z plane (~ = O) for an RFQ unit cell with a/~,k = 0.1
and m=2. This shows how pole-tip modulation creates a longitudinal electric field
component.

For a low-velocity linac like the RFQ, adiabatic bunching of the beam becomes a practical
design option. This allows a dc beam to be introduced into the RFQ and to be bunched over many
spatial periods, while the beam is contained transversely by the electric-quadrupole forces. At first,
the rate of energy gain is low, but it gradually increases during the bunching operation and reaches
a final value of typically a few MeV per nucleon per meter. In this way, the bunching forces can be
pro~ed in a manner that holds the average bunch length constant. Adiabatic bunching allows
a very large fraction of the RFQ input dc beam to be captured and converted into stable bunches
that can be accelerated to the final energy without excessive emittance growth. Also, the adiabatic
bunching delays the bottleneck for beam-current limit to the end of the buncher, where typically the
beam energy has been increased by a factor of 5 to 10. These effects contribute to the high-current
capability of the RFQ accelerator. The low emittance growth,, resulting from the strong focusing,
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together with the high-cument capacity combine to produce high-brightness beams. Adiabatic
bunching at higher ion velocities is too costly in the length of the accelerator required. Having
solved the low-velocity focusing problem, adiabatic bunching can be used in the low-velocity
range, which reduces the length requirements.

One possible solution for adiabatic bunching was proposed by Kapchinskiy and Teplyakov,ls
called the “gentle buncher”. In their method, the longitudinal small-oscillation angular frequency at
zero cuent and the spatial length of the separatrix are held constant. These constraints result
approximately in an invariant longitudinal charge-density disrnbution and fixed bunch length,
while accelerating and bunching in phase (time). This procedure is intended to reduce those space-
charge effects, such as transverse emittance growth, that are correlated with longitudinal
compression of the beam bunch. To obtain high capture efficiency, without an unacceptably long
RFQ, one can introduce an initial bunching section, called a shaper, with values of A and $s that
vary linearly along the RFQ, at the expense of some emittance growth associated with beam
compression. This procedure results in a two-stage buncher, where the relative lengths of the two
sections are chosen to achieve the best balance between beam emittance and transmission
requirements versus length and rf power “losses. The beam bunch usually reaches its minimum
phase extent at the end of the gentle buncher. If ro is held constant, which keeps the capacitance
independent of longitudinal position for easier cavity tuning, the aperture a will decrease as m
increases along the RFQ. For these reasons, the space-charge and acceptance limits typically do not
occur for the dc beam at the input but, instead, at the end of the gentle buncher. After bunching in
phase, an accelerator section can be added that maintains a relatively high value of A at small l@l.

The remaining problem of radially matching the time-independent input beam into the varying
acceptance associated with the time-dependent focusing fields in the RFQ requires an input radial
matching section. The present solution is to taper the poles at the input to the RFQ so that the
focusing strength changes from almost zero to its full value over a distance of several focusing
periods. A particular time-independent set of ellipse parameters at the input to the radial matching
section, which depends on the beam current, provides a good match for all phases. Quadruple
symmetry is maintained throughout this section (no pole-tip modulation). A typical RFQ pole-tip
shape is shown in Fig. 4.26.
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Fig. 4.26. Pole-tip shape in the x-z plane of an RFQ. The extent of the radial matching (RM)
section, the shaper, the gentle buncher, and the acceleration sections are shown.

A computer program called PARMTEQ (Phase and Radial Motion in Transverse Elecrnc
Quadruples) is used to analyze the beam dynamics of the RFQ Iinac. PARMTEQ generates an
RFQ Iinac and an input particle distribution, and perfoxms beam dynamics calculations through the
RFQ including the space-charge forces, using a particle-in-cell method.

In a practical RFQ accelerator, a method must be found for exciting the four poles to produce
the desired standing-wave electric field distribution. RFQ accelerators have been built using a
variety of resonant cavities. The four-vane structure, described earlier, has been the most popular,
and is best suited for the higher frequencies, above about 150 MHz.
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4.6 Traveling-Wave

4.6.1 Overview

Linacs

We will describe the usual accelerating system for a traveling-wave linear accelerator for
relativistic electrons. This accelerating structure is the disk-loaded or iris-loaded waveguide, which
consists of a periodic array of cells as shown in Fig. 4.27. The apertures allow for the passage of
both the beam and the traveling electromagnetic wave. The mechanism by which the disks rduce
the phase velocity to that of the particles is interference of the waves reflected from the disks. Each
disk produces reflections of any incident wave. The interference between the incident and all the
reflected waves produces a resultant wave with a new phase velocity. The most useful practical
tool for analysis of the physics is the dispersion or Brillouin diagram (plot of 6) versus k = nx/d,
where d is the period). Without periodic loading by the disks, the dispersion curve has the shape of
a hyperbola, (Fig. 4.28) and the phme velwiw, Vp = c41c, is always greater than the speed of light.

. . . I

I I

Fig. 4.27. Iris(disk)-loaded traveling-wave structure.

With periodic loading the curve is modiiled in the following way. As k moves away tim zero,
the curve initially follows the hyperbola corresponding to the unifoxm guide. As k increases
further, it flattens out and approaches zero slope (zero group velocity) at k = n/d. Every point on
the dispersion curve for the periodic structure lies below the curve for the uniform guide
(Fig. 4.29), which implies a smaller phase velocity. Because electron velocities are so near the
speed of lighq the structure can be designed to have a phase velocity equal to the speed of light. An
interesting result of this choice is that the guide wavelength becomes equal to the free-space
wavelength, and the radial wavenumber for the synchronous (n = O) wave becomes KO= O.This
means that the accelerating field becomes independent of radial position within the beam aperture.
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Fig. 4.28. Dispersion curve for a uniform waveguide.
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The rf energy is input at equally spaced intervals along the accelerator and flows along the
beam direction. The energy is attenuated by the losses on the walls and by the beam loading. At the
end of the section the energy is delivered to an external load.

Fig. 4.29. Dispersion cmve for a periodically loaded waveguide.

We will now discuss how the structure parameters can be chosen to achieve the design
objectives. The frequency choice involves many considerations. A particularly relevant figure of
merit for a traveling-wave accelerator is the ratio of the squared accelerating field divided by the
stored energy per unit length. This ratio is of interest because the traveling-wave accelerator
accelerates the beam in proportion to the accelerating field after which most of the stored energy is
delivered to and dissipated in a load. The ratio scales with frequent as d. There are many other

Jissues that affect the frequency choice (discussed in detail by Neall ), including power efficiency,
maximum electric field strength, bearn-cument limit, and the number of power sources and feeds
required, The choice at SLAC and many other traveling-wave Iinacs has been 2.856 GHz.

The disk thickness is not a critical parameter, and ISchosen large enough for good mechanical
strength and good tolerance for electrical breakdown. The disk separation is chosen for maximum
shunt impedance per unit length. If the disks are too far apart, the amplitude of the synchronous
harmonic is reduced relative to the other harmonics. If they are too close, the power loss on the
disks becomes significant. The radius b of the waveguide and the aperture radius a determine the
phase velocity of the synchronous wave. The radius a also determines the rate of energy flow and
the group velocity, which is a very important parameter affecting the energy attenuation rate and the
power efficiency. There is an optimum group velocity its selection is described below. After a is
selected, the value of b can be chosen to obtain the conect phase velocity.

To discuss the selection of the group velocity, we introduce some important relationships
between the accelerating field amplitude E, for the traveling wave, the stored energy per unit length
U, and the energy flow PWin the Th@l wave. The energy flow is obtained by integrating the
Poynting vector over the aperture, and is

where a is the radial aperture. The resistive power loss per unit length is -dPW/dz. The quality
factor is
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where a is the radial aperture. The resistive power loss per unit length is -dPW/dz. The quality
factor is

Q= au
-dPw/dz “

The shunt impedance per unit length is

~:
rL =

-dPw/dz “

This quantity was called ZT2 in our previous discussion. The group velocity is the velocity at
which a modulation of the wave amplitude ~ropagates, and is given by the slope of the dispersion
curve. It can be shown that it is also” the energy-flow velocity for a medium with normal
dispersion, where the phase velocity increases with increasing frequency. Then we may write

Pw = Vgu .

Eliminating U from the equation for Q yields a differential equation for energy flow

CiPw 6)PW-—
z= Qvg “

We define the attenuation per unit length as a. =u/2Qvg.

Then dPW/ dz = -2ctOPW.

4.6.2 Constant-Impedance Structure

We consider a structure whose parameters are uniform, independent of z. The relation between
E, and P. can be expressed by eliminating dPW/dzfrom the equations for Q and rL. This yields

Since the energy flow is proportional to the square of the field, substituting into the differential
equation for PWgives

For a structure in which OCOis uniform, the
solution. .

E,(z) = EOe-W

At the end of the section of length L, we have

differential equations

* PW(Z)= POe-2W .

have an exponential decay
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At the end of the section of length L, we have

where

E,(L) =EOe-’O , PW(L)=POe-2W ,
o.)L

‘to= aOL = ~Qv~

is the attenuation of the section. The energy gain of a synchronous particle riding at the crest of the
wave is

AW = q~~ E,(z)dz or AW=qEOL(l-e-’O) .
70

Now use the relation between the input power and field

E: = 2r~aOP0 ,

to obtain the result AW = q~’ (’-f--w)

J_TO “

How can the energy gain over a given section of length L and for a given input power be
maximized? Clearly, the shunt impedance per unit length must be maximized. Also Toshould be
chosen to give a maximum AW. The maximum occurs when

To=wL/2Qv~ =1.26 .

If L is fixed and Q is known, this result determines the optimum group velocity. If v~ is too small,
the attenuation of the wave is too great, and if vg is too large, the initial accelerating field for a
given input power is too small. How can the group velocity be controlled? The answer is by
adjusting the radial aperture a. For the TMol mode near the axis, the fields ~ and He are
proportional to r, and

Pw = Ja E,He27rrdroc a4 .
0

The stored energy per unit length is given by the integral of the square of the field over the cross-
sectional area and is independent of a. Therefore, for the group velocity we also obtain

_Pw= a4
‘k’ u

.

The value of ‘toalso affects the filling time of the waveguide, which is calculated as the time for the
energy to propagate from the input to the output end of the guide. Thus

..-–
L 2Q

t~ = —=To —
‘g u“
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Therefore, one may choose the value of zo to be less than the optimum for maximum energy gain,
to reduce the filling time.

4.6.3 Constant-Gradient Structure

Another approach is to taper the waveguide so that the accelerating field E. = EOis constant
over the section. Then cxois no longer constant. What is the required dependence of the function
M(z)? We assume that the radii a and b will be varied to change the group velocity along the
SttUCtUR, and that these vfiarions cause only negligible ch~ges in Q and IL AS ~fore We maY
write

dPW/dz= -2a~(z)Pw .

Then . . .

where PL is the energy flow at the end of the section. Integrating this we obtain

PL= P(J e- 2T0,

where the total attenuation is 70 = ~~ao(z) dz.

dPW
From the relation E: = ‘rL —

dz ‘

we conclude that for E~ to be constant, so must dpJdz. Then PJz) must ~ linem in Z, i.e.

Pw(z)=Po+~z.

Substituting the result for PL, we have

[ 1Pw(z) = PO 1-51- e-2zO) .

Therefore, for constant field, the energy flow decreases linearly with z.

Now we want an expression for so(z). We first differentiate the above expression

cH&,/=- !32.(1 - e-2~0) .

dz L. . .

Then we use dPw/dz = - 2@z)PW, and solve for ~. This gives
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The group velocity is v~(z)= 0
~ [1- (z/ L)(I -e-2%0 )]

2QaO(z) = ~ (1- e-2’0 )

The group veloci~ required for a constant accelerating field decreases linearly with z, with the
same slope as Pw. This implies that the stored energy per unit length, like the accelerating field, is
constant.

The energy gain in the section is simply

AW = q~~EJz)dz = qEOL.

The relation between the accelerating field and the energy flow is
. . .

~;= _r~~ = ripo (l _ e-Q%) .
dz

Eliminating ~ from the energy gain expression gives

Both expressions for the energy contain the factor r@~. High shunt impedance per unit length is
desirable. For a given energy gain, the input power required is inversely proportional to the length
of the section. In the constant-gradient case the optimum to is infinite, comesponding to losing all
the energy in the structure. In practice not much more energy is gained by letting %0exceed unity,
and we need to consider the effect of ~ on the ffling time of the waveguide. The filling time is

L dz
~(1-e

dz
‘2’0 )j~ ~_ (z / L](1 - e-2’0 ) “‘F = Jo v~(z) = coL

which is the same value as for the constant impedance structure.
The constant-gradient design was used at SLAC because of the uniform power loss and the

lower average value for the peak surface electric field. To achieve this the structure radius is
tapered from about b = 4.2 to 4.1 cm, and the disk radius is tapered horn about 1.3 to 1.0 cm.

. .
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Problems

4-1. Plot the&msit-time factor foran-m&e two-gap cavity versus ~/~~intherage O.5e
fl/~,c3. Assume asqume-wave field disuibution inthegaps, andassume g/~k=l/4. Isthe
transit-time factor maximum when ~ = fl~?

4-2. Suppose youwant toaccelerate deuterons (synchronously) inadrift-tuk linac that has
been designed and operated for protons in a 1~k mode. Assume mD = 2 mp, and assume the
synchronous phase $ is unchanged. Calculate the required value of EoT for the following two
cases. (a) Use a l~k mode for the deuteron operation. If Eo was already as high as you could
reliably operate, is this solution practical? (b) Use a 213k mode for the deuteron operation.
(c) Suppose the ratio of gap to cell length is 1/4. Calculate the transit-time factor for the l~k and
2~L cases using the simple formula T = (sin x)/x, where x = xg/j3k. What is the ratio of Eo for the
2~L deuteron case to that for proton operation?

4-3. Plot the dispersion relation (mode frequency f2J27t versus phase advance per cavity
xq/N) for N + 1 = 5 coupled cavities with uncoupled cavity frequency wo/27t = 400 MHz and
coupling constant k = 0.05.

4-4. Consider N+l coupled cavities with an uncoupled cavity frequency @oand coupling
constant k cc 1. (a) Write the expressions for the frequencies of the x mode and the mode closest
to the z mode. (b) Calculate the fractional difference between the two mode frequencies. Obtain an
approximation for this result when N >>1. How does this depend on k and N? (c) If k = 0.02
and N + 1 = 30, calculate the fractional difference between the frequencies of the two modes.
Compare this with the width of the x mode assuming the Q value for the z mode is 20,000. Are
the two modes adequately separated?

4-5. Repeat parts (a), (b), and (c) of problem 3 for the x/2 mode of N + 1 coupled oscillators.
4-6. A coupled-cavity linac module that operates in a rr/2 mode has 135 excited (accelerating)

cells and 134 nominally unexcited coupling cells, and is driven in the central excited cell by a single
klystroii The parameters are Q, = 20,000 for the accelerating cells, Q. = 2000 for the coupling
cells, the frequency is 1280 MHz, and the coupling constant is k = 0.05. Assume the beam power
is negligible. (a) Calculate the power-flow droop in the field excitation of the end cavities and
sketch the field excitation along the module relative to the drive cell (for the accelerating cells only).
(b) Calculate the power flow phase shift in the end cavities and sketch the power-flow phase shift
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along the module (for the accelerating cells only), assuming the stop band is open by &O/27t= 100
kHz. (c) Calculate the field excitation of the two coupling cells adjacent to the drive cell relative to
the drive cell amplitude. Sketch the excitation of the coupling cells along the module relative to the
drive cell excitation.

4-7. Assume an RFQ cell has the following parameters: ~s = 0.025, k = 0.75 m, a = 1.875
mm, and V = 50 kV. (a) Assume the vane-modulation parameter is m = 2. Calculate the focusing
efficiency X, the characteristic radius ro, the acceleration efficiency A, and the average axial field
Eo. If the synchronous phase is $ = -30 degrees, what is the energy gain of the synchronous
particle in the cell? (b) Repeat part (a) assuming m = 1.

4-8. Assume the following parameters for SLAC, a constant-gradient traveling-wave linac:
f= 2856 MHz, Q = 13,000, rL = 57 Mf2/m, zo = 0.57, and 932 waveguide sections of length =
3.05 m each. (a) Show that the energy gain per section of an electron at the crest of the wave is
AW(MeV) = 10.9 _ . (b) mculate the fill time of the waveguide and compare this with a
pulse length of 1.6 vs. (c) Calculate the group velocity relative to the speed of light at both the
input and output ends of a section. (d) If the peak input rf power per waveguide section is P. = 16
MW, what is the peak power at the end ofa section. (This will be delivered to an external load). (e)
If the peak input rf power per waveguide section is P. = 16 MW, calculate the energy gain per
section using the formula of part (a), and calculate the total energy gain in the SLAC linac. What is
the accelerating field ~?

4-9. Resonant frequency errors in a coupled-cavity system that are small compared with the
spacing of the normal modes might not seem to be serious, because the modes still remain well
separated. But even small cavity-frequency errors can cause nonuniformity of the field distribution
that may be unacceptable for accelerators. Consider the weakly coupled 3-cavity system operating
in n mode, with an end-cell frequency error &@/@o= l@ (26~ is the fkequency difference of
the two end cells), a middle-cell frequency error &ol = O (middle cell has same frequency as the
average of the end cells = coo),and coupling constmt k = 0.01. (a) Ignoring the frequency error,
calculate the frequency spacing of the three normal modes relative to @ 27c. Is the cavity-
frequency error small compared with the frequency spacing of the modes? (b) Calculate the
perturbed n-mode field vector for this case. Describing the perturbed disrnbution as a linear field
til~ what is the fractional end-to-end field tilt? (c) Calculate the perturbed n/2-mode field vector. If
only the end cells are used for acceleration, would the 7r/2 mode give a field disrnbution that is
more uniform in the presence of the same cavity frequency errors?

4-10. We consider the effects of power losses in the coupled 3-cavity system. Assume there
are no frequency errors ( ho = &ol = O), a coupling constant k = 0.01, and Q = I@ for each
mode. Assume the rf drive is located in one end cell. (a) Calculate the field vector for the O,7c/2,
and x modes. (b) Calculate the power-flow phase shift in the end cell without the drive for the O,
7r/2and x modes. Calculate the x/2-mode power-flow droop in the end cell without the drive. (c)
Assume beam loading causes Q = 10s, and repeat part (b).

. . .
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5 BEAM DYNAMICS

5.1 Longitudinal Dynamics

in

5.1.1 Introduction

Longitudinal foeusing occurs for a synchronous phase that corresponds to a field that is rising
time (see Fig. 5.1). (For a traveling wave this occurs at the front of the wave, before the crest.)

Late
Particle

Ez A

t

Particle

Fig. 5.1. Stable phase.

The early particles experience a lower field, and the late particles a higher field, than the
synchronous particle. Consequently, the beam is formed into a sequence of stable bunches
consisting of captured particles that are accelerated. Some particles are not captured, do not
experience a net acceleration and fall behind in phase. Often these particles are lost radially before
they arrive at the end of the linac.

To develop these ideas, we consider an array of standing-wave accelerating cells, designed in
the nth cell for a particle with synchronous phase @m,synchronous energy Wm, and synchronous
velocity pm We express the phase, energy, and velocity of an arbitrary particle in the nt.hcell as
$., W., and ~. The particle phase is defined as the phase of the field when the particle is at the
center of the nth cell (center of the gap), and the particle energy is the value at the end of the nth
cell.
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Fig. 5.2. Accelerating cells for deriving the difference equations of longitudinal motion.
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We will assume that the velocities of the particles are close enough to the synchronous velocity that
all particles have the same transit-time factor. The cell lengths have been chosen so that the
synchronous particle always arrives at each succeeding gap at the correct phase. We now ask
whether a particle that is close in phase and energy is accelerated to approximately the same energy
as the synchronous particle, or whether its energy and phase deviations will grow.

5.1.2 Difference Equations of Longitudinal Motion for Standing-Wave Linacs

We now derive difference equations of motion by considering the motion through each cell to
consist of a drift between gap centers and acceleration at the center of the gaps. From gap n–1 to
gap n, the particle has a constant velocity ~1, as indicated in Fig. 5.2. The rf phase advance of
the particle as it advances through the cell is

{}

~for CCL
where .& = N~,,m_lA/ 2, whereN = 2

1 for DTL “

For synchronism the cell length must be L.= N(~,,a-l + ~,,a)k / 2.

Ps n-1For an arbitrary particle $.= @n_l+ 27tN-
Bn-1 ‘

and for the synchronous particle ~~,n= $~,n-l + 27KN.

The phase change of the particle through a cell relative to the synchronous particle is given by the
difference equation

Using the Taylor expansion we write

The relationship between 6W and 8P is 6P=
6W

mc2y:p,‘
..-

and, when this is substituted for 6P, we obtain the difference equation
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(‘n-1 - ‘s,n-l )A((j+s)n = ‘2ZN ~czy:n Jj:n , “

----

Now we derive a difference equation for energy gain. For simplicity we restrict the discussion to
particles on the axis. The energy gain for an arbitrary particle in the nth cell is

AWn = Wn - wn_, = qEoTLn COSq)n.

For the synchronous particle

AW~,n= W~,n- w.,n-I = q%~n Cosgs,n”

The energy gain in cell n relative to that of the synchronous particle is given by the difference
equation . . .

A(W - W,)n = AWn - AW,,a ( )= qEOTLn COS~~- COS~,~ .

To S- ze, the difference equations for relative phase and energy are

A(W – W.)n = qEOTL.(cosq, - cosq,,m).

These can be solved numerically for the motion in A@-AWspace, known as longitudinal phase
space.

5.1.3 Differential Equations of Longitudinal Motion

To study the stability of the motion, it is convenient to convert the difference equations to
differential equations. In this approximation we replace the discrete action of the standing-wave
fields by a continuous field. We let

where n is the cell number, now treated as a continuous variable. We can change variables from n
to the axial distances, using n = s/(N~~h). The differential equations are

s s d($-~,) =_2Z (w-w,), ~d ‘(w- ‘s) =qEOT(cos@-cOs$ )
Ysh ds

mc2k ds s“

We now show that the two first-order differential equations of motion that have just been derived
are the’same as if we had considered acceleration of a particle by the space-harmonic component
that is the synchronous traveling wave. The field of the synchronous wave is
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The energy gain, relative to the synchronous particle, of a psrticle of phase $ traveling on the axis
over a distance ds is

d(W - W,)= qEO’Nc@ - cos$,)ds.

~us d(w - w,)
ds

= qEOT(cos$ - COS$,).

This is the same as the energy equation just derived for the standing-wave case.

The phase change, relative to the sync~onous particle, of a particle of phase $ traveling over a
distance ds is

[12YC 2X
d(o–$,)= ~–~ ds”

s

~ d(o - k)= _2n (wmj~).
As above, this can be converted to ~~~ ~

Again, this equation for the relative phase is the same as that derived for a particle in a standing-
wave field. Therefore, the action of the standing-wave field may be replaced with that of an
equivalent traveIing wave (the synchronous space harmonic).

5.1.4 Longitudinal Motion when Acceleration Rate is Small

The two first-order differential equations are

NO -%)= _2n (w- ‘s) , ~d ‘(w - ‘s) - qEOT(cos~ – c@J)
m: ds

mc2L ds

We can differentiate the first equation and substitute the second to obtain a second-order differential
equation:

:[y’’’*12-~(cOs0c
This can also be written as

1

1
I

1

I
I

I
I

I
I

I
I
I

This is a nonlinear second-order differential equation for the phase motion. It is not easy to write a
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general solution, but we can expect the solution to be periodic with damping tim the second term.
Before we investigate the properties of the solution, we comment that, because phase is
proportional to time, the more negative the phase, the earlier the particle. The phase difference ~,
between a particle and the synchronous particle is proportional to a spatial separation

“k(($)-(),).z-z* =-—
2X

Now, we assume that the acceleration rate is small and ignore the damping term, and we also
assume EOTand $~ are constant. Before solving the differential equations we fust simplify the
notation by making the following definitions:

The differential equations are

W’- dw /dS = B(COS$-COS$,),

~’= d@/ ds = -Aw, and$” E d2($/ds2 = -AB(cos@ - cos~,), where AB = 2nqEOT / (mc2~~y~k).

The equations for ~’ and w’ show that the fixed points occur for w = O, $ = - @ and w = O,
$ = +@. Now, integrate the second-order differential equation, which gives

do” = ‘A.B(COS$ - cos~~)ds.

Using ds = do / ~’ gives $’d$’ = -AB(COS$ - cos~,)d$.

Now integrate both sides, and substitute @’=-Aw. This gives

~+ B(sin@-$cos@s)=H$.

The quantity Ho is a constant of integration, and this result is a statement of energy conservation
for the longitudinal motion. We will identify ~ as the Hamiltonian. The frost term is the kinetic
energy term, and the second is the potential energy. The value of ~ depends on the initial
coordinates of the particle. The potential energy term V~ is

‘$= B(sin$ - $cos$s).

Plotting “the potential energy versus $ shows that there is a potential well when –Z < $s c O as
shown in Fig. 5.3. The particles that lie within the potential well will perform stable oscillations
about the synchronous particle. We recall that there is acceleration for –n / 2s $, < n / 2.Then
simultaneous acceleration with a potential well occurs when -z / 2 S $, SO. One finds a stability
limit for the phase motion, which extends horn $2 e $ c ~,. There 1s no simple formula for the
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lower limit $2. It can be obtained numerically from ~ (b) = ~ (~,).

●EZj

i
__— — --—

#

/‘ TTr\
I

I

/ I
I

Fig. 5.3. At the top, the accelerating field as function of phase, the synchronous energy gain Ws
shown as a broken line. Nex~ the effective potential well, and at bottom phase-plane trajectories
for such a potential, including the separatrix. Taken from Hereward in Linear Accelerators, edited
P. Lapostolle.

The limiting stable trajectory is called the separatrix. The parameters characterizing the,separatrix
limits are shown in Fig. 5.5. At the potential maximum, where @= +$,, we have @= O and
therefore w = O. Then at $ = ~,

. . .
B(sin(-$,) - (-$, COS$,))= H+.

This determines the constant ~, and the general result at the separatrix is
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I
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~+ B(sin$ - $cos$,) = -B(sin$, -$, COS$,),

It is useful to plot the separatrix curve in longitudinal phase space (Fig. 5.4) which is usually
defined as $ versus AW, where $ is defined over the interval -270”c $ S 90°. The separatrix is a
closed curve in this space, which defines the area within which the trajectories are stable, and it can
be plotted if the constants A and B are given. The separatrix is also called the fish, and the stable
area is sometimes called the bucket. There are two solutions for w = O, which determine the
maximum phase width of the separatrix. One solution is $1 = -$~, which is a positive number
because @Sis negative. We recall that this is also a fixed poin~ and now we know that it is also an
unstable fixed point. This is the maximum phase for stable motion. The minimum value at $ = @
and w = Ois the other solution. The equation for the separatrix for this case becomes

sin (j2-02 Cosq)’=$, cosq), - sin$~.
. . .

This can be solved numerically for@

Unstable
Trajectory

Separatrix

‘o

To estimate $2,
total phase width is

Fig. 5.4. Longitudinal separatrix.

we frost derive an expression for the total phase

y= 144+1$21=-0s –02.

width of the separatrix. The

Then
sin $Z= –sin($~ + Y) = -[sin+, cosY + sinY cos$~].

Now we substitute this into the separatrix equation for ~, and solve an equation for tan $.:

. . .
tan$. =

sin Y-Y

1-COSY “
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Fig. 5.5. Separa~ limits are shown by the thicker line.

When ~ cc 1 and $, <cl, sin ~= ~ - @/6 +... and cos ~ = 1- yr%Z+..., and we obtain

sinY– Y_ Y
tan$’ =

1-COSY ‘-7”

Therefore, in the small-angle approximation @= 2$,.

This is actu
f~

a good approximation for $4 c 60°. Beyond this value the stable phase interval is
larger than @ . At $, = -90° the phase acceptance is maximum, extending over the full 360° as
shown in Fig. .6. At 00 the phase acceptance vanishes.

IAW

. . .

- %2

Fig. 5.6. Separatrix for@= -90° (no acceleration).
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The linac is designed to provide an acceleration rate given by dWJds = q (EOT)~esimcos 0Sto
maintain synchronism. If the actual accelerating field ~T is different from the design value, a
different particle phase satisfies the synchronism condition and there is a new synchronous particle
at that field. The new synchronous phase is given by cos $ = cos $SfiT)d~si~ / EoT. At @= Othe
phase acceptance vanishes, and the corresponding accelerating field is the threshold for forming a
stable bucket for synchronous acceleration. Therefore

(Eo%ddd = (EoLip cos+’.

Next we find the energy half width of the separatxix. It can be shown that
w= w~~ occurs for $ = OS.solving the sepmafi Wuation for w = w~~$

AW~,X=
w =—max

i

2qEoT~:Yfk(q,cosq, -sin~s)-
mc2 . . . mnc

5.1.5 Hamiltonian and Liouville’s Theorem

The equation of motion can be written in Hamiltonian form. To demonstrate this we identify
the energy invariant as the Hamiltonian

H+=$ + B(sim$- $COS$,).

The canonically conjugate variables are $ and pO= - w = – (W – WJmcz, and the second-order
differential equation of motion is derived from Hamilton’s Equations

It can be proven that the area in phase space occupied by the particles is constant for a system
described by a Hamiltonian that is independent of time. This is the statement of Liouville’s
theorem, and it is valid for systems with no dissipation that satisfy the continuity equation in phase
space. In our treatment of the longitudinal motion we have ignored the dissipation term, which is
present only when there is acceleration. When the acceleration occurs slowly, the parameters &
and ‘f~change adiabatically. The phase-space area can be shown to be an adiabatic invariant, and
therefore is still approximately constant. If the beam is accelerated slowly, the shape of the area
enclosed by the particle trajectories changes but the area remains constant. This is usually a good
approximation except that at very low velocities, where the relative velocity increase in the cell is
large, the nonadiabatic dynamics cause an increase in the phase-space area which improves the
acceptance. The separatxix looks like a golf club rather than a fish, as shown on Fig. 5.7. We will
use the phase-space area conservation later to calculate the change of the phase width of the beam
during adiabatic acceleration.

. . .
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a)

t

Aw

b)

AW

Fig. 5.7. Separatrix boundaries: (a) fish (ignoring accelcmtion), (b) golf club (including
acceleration).

5.1.6 Small Oscillations

We return to the quation of motion

d2@
4’”~= -AB(cos@– cos@J.

For small phase differences relative to the synchronous phase

[

b-%)’
1

Then $“+ k~Osin(-@,) ($- @~)- zm(a~) =‘~

2WEOTsin(-$,)
where k~O= ABsin(-$,) = .

mc2~~y~k

When the auadratic term is small, we obtain the equation of small longitudinal oscillations. The
auantiw k,: is the wave number of these oscillation~. The Period of the longitudinal oscillations is
it= 2%/ ~40, which can be compared with the rf eriod

Jfrequency of small longitudinal oscillations is 010 = k~ SC,or

[-1Q)Io2=qE07%sin(+$~)

u 27nric2y:p, ‘

~1. The c~rresponding angular

where ti = 2xcfi is the rf angular frequency. The longitudinal oscillation frequency is typically
clO% of the rf frquency. As the beam becomes relativistic, the longitudinal oscillations approach
zero. The quadratic term in the differential equation for $ is the lowest-order nonlinear term.
Because it is quadratic, it produces an asymmetric potential well, and the minus sign means that in
the nonlinear part of the restoring force weakens the focusing.
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Now we examine the trajectory of the small oscillations in longitudinal phase space. The
general trajectory equation is

In the approximation ~-$,1<< 1, we write

Substituting this into the trajectory equation, we obtain

AW2+ Bsin(-$,)($- q),)’ = C,

where C is a constant for the trajtxxoxy. Since $s is negative for stable motion, this is the equation
for an ellipse in longitudinal phase space centered at w = O, $ = $~. Therefore the fish-shaped
phase-space trajectories near the separatrix become ellipses near the center of the fish. Define the
maximum phase half-width as A@ =$0 - @s,where $0 is the maximum phase. Because the point
of maximum phase projection conesponds to a point on the ellipse with w = O,

Bsin(-$’)A@: = C.

Then the equation for the ellipse can be written as

where WO=
‘“::) 0=- 3

which is a point on the ellipse that corresponds to $- @ = O.

5.1.7 Phase Damping

For slow enough acceleration the parameters of the phase-space ellipses for small oscillations
vary slowly. As discussed earlier, the area of the ellipses for the particles are adiabatic invariants.
Therefore, during the acceleration, for each particle we may write

Area = ZA+OAWO= ~Tmc2J3jy&in(–$~) / 2X ,

or A$o =. constant
14

[qEOTmc2~~y~ksin(-@,) / 2z1’ ‘ ‘r ’40= :7:74 “

Because the phase space area is constant, we must have
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AWO= constant(~,’f,~’4 .

This relation describes the decrease of the phase amplitude and the increase of the energy amplitude
of phase oscillations during acceleration in a Iinac, an effect called phase damping (see Fig. 5.8). If
the initial amplitude is A$O,i.at synchronous velocity ~~i.the amplitude A@CIat some later point,
where the synchronous veloaty is ~~,is

[140 (P’YJL3’4
G = P’Y’ “

Likewise,

‘1’

[1All?O. &y,

AWO,i= ~ .

AW

I
AVV

T
Fig. 5.8. Phase-damping of longitudinal beam ellipse caused by acceleration.

5.1.8 Longitudinal Dynamics of Ion Beams in Coupled-Cavity Linacs

In the high-energy sections of ion linacs, where the fractional velocity increase per tank is
small, one can simplify the fabrication by designing each tank with a constant cell length for all
cells in the tank. The length of each cell is l%M2,whe~ 1$is the design velociv. For each ~ the
& can be chosen to equal the velocity of the reference particle at the center of the tank. This
construction changes the dynamics of the reference particle. Because all cell lengths in the tank are
equal, the true synchronous phase is $s = -90°, corresponding to no acceleration in the tank. The
reference particle is not the synchronous particle, and the reference-particle phase varies as it
passes through the tank. The energy gain of the particle in the tank is

AW, = qEOTcos+rNC~,l / 2,

..-
where NCis the number of cells in the tank and@ is the mean value of the reference particle phase.
This mean phase is sometimes (erroneously) called the synchronous phase because it functions in
the energy gain expression as the synchronous phase would. It can therefore be called the effective
synchronous phase. The reference particle is injected so that its phase increases in the fmt half of
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the tank to a maximum value and then decreases in the second half of the tank, returning to the
initial value at the end of the tank. Thus, the reference particle enters and exits the tank with the
same phase. The total energy gain is the sum of the two equal contributions of the two halves of
the tank.

The approximate maximum phase excursion of the reference particle can be calculated in the
following way. We assume that the reference particle moves on the constant energy trajectory
(Fig. 5.9), which we derived earlier by ignoring acceleration:

The true synchronous phase is $~= -90°. The tank-entrance coordinates are $ = @l,and w = WI =
-AWJ2mcz, where AWr is the total energy gain of the reference particle in the tank. The trajectory
equation becomes

. . .

AW2 Aw:
—+ Bsin$=—

2
+ Bsimjl.

2

I Aw

00

I
1
I A$

/
I

I
1
1

QgOr

&-90”

Fig. 5.9. Phase-space trajectory in a coupled-cavity linac structure with constant length cells.

The maximum phase excursion $ = ~ occurs for w = O.Then,

A2
sin $0- sin $1 = —

2B ‘1 “

If we expand the sine expressions about the mean phase of the reference particle, we have

sin$O - sin$l s cOS$,(@O- $1) .
. . .

To a first approximation we have used
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Equating the two expressions for the difference of the sine expressions, we find the approximate
phase excursion through the tank of the reference particle

The reference particle moves from ~1 to ~ in the first half of the tank and back to @lin the second
half. The phase excursion is usually no more than a few degrees. The motion of the other particles
relative to the reference particle is given by the same equations derived earlier for the motion of
particles relative to a synchronous reference particle.

5.1.9 Longitudinal Dynamics of Beams Injected into a V=C Linac

We discuss the physics of the capue, bunching, and acceleration of an injected beam with
v < c into a structure that supports a traveling wave, as shown in Fig. 5.10, with phase velocity
v c. The particle phase will slip on the wave, because the two velocities are different. The
eq=mtionof motion of the particle is

Asynlptotic

J_
beanl-

Injected ~
beam=

\
1 *

Fig. 5.10. Longitudinal dynamics in a V=Clinac.

The phase of the traveling wave at time t and position z is

@(z$t)= ox -2nz/L

Suppose the particle has an initial coordinate zi at time q. We write its initial phase on a wave,
traveling at v = c, as

@i= ci.)ti– 2nzi / k.

At a lat= &ne ti + d~ the particle with velocity ~ is at a position zi + & dt.
The new phase on the wave is

I
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Note that for f) e 1,$ increases with time, which means the particle falls further behind the initial
phase on the wave. Now we return to the equation of motion and change the independent variable
from time to phase. We use d(~)= ~ d~, and we write

~ d~ do
Then we have mcy ~== qEOcos@.

Then, substituting the equation for the rate”of change of $ we obtain

Now we integrate both sides from the initial values to the later values of ~ and $ To carry out the
integration we can use the substitution to the new variable ccdefined by ~ = cos a. We also need
the integml

J
da

—=tan;,
l+cosa

We finally obtain sin@= sin $, +SEE]
FirsQ we see that we do not have an oscillatory solution for this case. Also, because of acceleration
~ > pi. Then the second term on the right is positive, which means sin $> sin $i. Therefore the
phase becomes more positive, as we expect. This means that if we want the particle to approach the
crest, where ~ = O, the particle must be injected at a negative phase. We see also that as ~
approaches ~ = 1, the phase $ approaches a constant asymptotic value, which is

sin q. r2nmc21-Pi=Sin$i +— —
qEOk 1+ f3i “

This discussion suggests that a good strategy for efficient acceleration is to start the initial phase at
–90° <.@i<0° to allow for phase slip, and to choose the parameters so that the asymptotic phase is
@-= O. To help the discussion let us define the second term as
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We now consider an example that gives the maximum phase slip, which can be seen to allow
capture of a given energy beam at the lowest field. Therefore, we choose @i= -90° (acmdly we
must make it slightly more positive to insure acceleration) and sin @ = -1. For a solution ~th a
physical asymptotic phase, we must have F <2 ( but F = 2 means ~.= +90°, which lmplles a
very long linac). This implies a threshold for capture of

rmnc’ 1
Eo>— - Pi

qk 1+~, “

For ef%cient acceleration we need F = 1, which puts the asymptotic phase at the crest. This implies. . .

r

27CIIIC2 1-~,
EO=— —

qk l+~i “

We can see that the smaller the initial velocity, the larger the accelerating field must be.
During the capture process, as the injected beam moves up to the crest, the beam is also

bunched. This is due to velocity modulation caused by the early particles experiencing a lower
accelerating field than later particles.

To estimate the magnitude of the bunching effec~ we assume $i = -90° and & = O. We
suppose the initial phase width is ~, M* the initi~ centroid at -m+ @i” The relationships ~

sin @w=sin@i+F, sin@. =@., mdsk@i= sin(-~/2+A) =-l+ A2/2 ,

where @i= -7c12+A, Aeel.

We require the centroid to have an asymptotic phase at the crest, & = 0. Then, since
4i = –x/2+ ~i, we find that

wF=l-—
2“

W2Then the earliest particle is asymptotically at ~.= -~ ,

which is just earlier than the cres~ and the latest particle is asymptotically at

. . .

The final half width of the beam is ~.= &$~ .

Thus, if ~i = 15° is the initial half-width, the asymptotic half-width is about 3.9°.
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IrI summary, if particles are injected into a structure whose phase velocity equals the velocity of
light, they slip in phase, but if the accelerating field is chosen correctly, the particles will
asymptotically approach the crest where they can be efficiently accelerated to high energies. This
capture process can also result in significant bunching of the captured beam.

5.2 Transverse Dynamics

5.2.1 Introduction

The rf fields exert radial forces on off-axis particles as well as accelerating forces. As shown in
Figs. 5.11 and 5.12, when the off-axis particles enter an accelerating gap and see a longitudinal
accelerating field, they also see a radial electric field at the entrance that is directed inward
(focusing), and one at the entrance that is outward (defocusing). The azimuthal magnetic field also
acts on the panicles to produce a radial force which is important only at high velocities. A net radial
momentum impulse occurs if (1) the fields vary in time, (2) the displacement of the particle
changes between the entrance and the exib and (3) the particle velocity changes while the particle
crosses the gap. For longitudinal stability we have seen that ~ is negative, which means the field is
rising when the synchronous particle is injected. This means the particles see higher defocusing
than focusing fields. This is mechanism (l), and throughout most of a linac this effect usually is
dominant and produces net radial defocusing.

—. .—

%//////

4 F
/m

A
Fig. 5.11. Focusing and defocusing in an rf gap.

The condition for longitudinal focusing is that the field is increasing, but this is generally
incompatible with radial focusing. This has been described as a consequence of Earnshaw’s
theorem, which is a more general principle that follows from Maxwell’s equations. Earnshaw’s
theorem states that the electrostatic potential in bee space cannot have a maximum or a minimum.
Suppose a Lorentz transformation is made to the rest frame of the particle. In the rest frame the
magnetic forces are zero, and only the electrostatic forces can act. If there is an electric potential
minimum in one plane, there cannot be a minimum in all the other planes. This implies that
simultaneous focusing electric forces cannot be applied in all three directions. If the longitudinal
forces give focusing, the radial forces are defocusing, and conversely.

The net radial defocusing is due to a radially outward radial electric force and a radially inward
magnetic force. For relativistic beams the forces cancel and there is no net radial force. For
nonrelativistic beams focusing must be provided to compensate for this effect. We will see that
there ~. exceptions, and there are circumstances for which the rf fields do provide a net focusing
without violating these principles. At very low velocities, the velocity change in the gap is large,
and the particles can be focused by mechanism (3). This is sometimes called electrostatic focusing
because it is the mechanism at work for electrostatic lenses. Also for structures like
alternating-gradient focusing principle results in a net focusing force in all three

the RFQ, th;
planes, even
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though at any point there is defocusing in one of the planes. Another configuration that provides
net focusing in all three planes is known as alternating-phase focusing, where the accelerating gaps
are arranged so that the synchronous phase alternates on the two sides of the mest.

Focusing is also needed for other reasons. The beam always has small transverse velocity
components, which originate in the ion source for the random thexmal motion and from beam
optics aberrations in the ion- source extraction system. Space-charge forces also act to increase the
transverse velocity components. Therefore focusing is necessary to confine the beam and provide
high transmission.

The solution to this problem in the frost proton Iinacs was to install conducting foils and later
conducting grids in the exit drift tubes of each gap, which caused the electric field lines to terminate
on these conductors. These approaches effectively removed the defocusing in the second half of
the gap. But the discovery of the alternating-gradient focusing principle, led to the use of
quadruple lenses for focusing, which provided a much Ixmer solution, and higher beam currents
became possible.

5.2.2 Radial Impulse from the Equivalent Traveling Wave

The easiest way to evaluate the radial forces is to use the fields of the quivalent traveling
wave. The nonzero electric-field components of the equivalent traveling wave experienced by a
particle of phase@ were derived in Secdon 3 as -

E,= EOTIO(Kr)cos$ E,= -y,EOTIl(Kr)sin$

and the azimuthal magnetic field was

Be= Y*P’-YEOTII (Kr)sin$ .

9

The radial Lorentz force component depends on both the radial electric field and the azimuthal
magnetic field and is

This is the result we

CIPr
— = q(E. - @Be)= -qy,(l - ~&)I1(Kr)EoTsin$ .
dt

need to evaluate the effect of the radial fields. but we will uut it into a more
convenient form for discussion. The radial momentum can be fitten as ~”= mc@r’, where
r’= dr/dz. The impulse over a length L will be

;cJ;wYs(l-BPsFom*(fi)sino*A(@r’) = —

=aYs(Hm) EOTI1(Kr)sin @L.
mc2~

If we make the (usually good) approximation that ~ = & then

..-

A(@’) = –
qEOTI1(Kr)sin@L

.
mc2%L
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For small Kr we have I1(Kr) = 1 + fi-/2, and A(’@r) = –
nqEOTsin ($L

r.
mc2y~~~k

For longitudinal stability the sign of $, is negative, and on average all particles executing stable
oscillations about the synchronous particle will also have negative phase. Therefore the radial
impulse is positive, which means an outward or defocusing impulse. We see that the defocusing
force vanishes in the extreme relativistic limi~ where the attractive radial magnetic force cancels the
repulsive electric force. The defocusing impulse is largest at low velocities and at $ = -90°, where
the field crosses zero.

5.2.3 Solution of Maxwell’s Equations near Axis for TM Mode

For most cases the previous treatment using the equivalent traveling wave is sufficient. But for
very low velocities, where the relative velocity change in the accelerating gap is large, we need to
look at the problem again more carefully.. Again, we assume that for the mode of interest ~, ~,
and Be are the only nonzero field components (as is true for a uniform cylindrical cavity). The
nonzero components of Maxwell’s equations are the following.

We assume that near the axis ~ is independent of r. Then from Eq. (1)

i)Ez r
J

ilEZ r
rEr =-—

az o
rdr, or Er = -——

az 2“

Differentiating with respect to r gives the related form

aEr = 1 aEz-——
F 2az -

aB~
From Eq. (3) ~= –

1 aEr r a ilEz
‘=~az at “F at

——

r aEz
Integrating over z gives Be = ——

2c* at “
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5.2.4 Radial Impulse from Standing-Wave Field in the Gap

Using the above results, we can derive expressions for the fields near the axis. We assume the
standing-wave field solution for Ez near the axis looks like

Ez(r,z,t) = Ea(z)cos(wt + $).

If we look at the shape of Es(z) in a typical accelerating gap, we see that when Ea is increasing with
respect to z in the beginning of the gap, Er is negative, which mems radial focusing. When El is
decreasing with respect to z at the end of the gap, % is positive, which means radial defocusing.

AL...—.————————
1

Fig. 5.12. Longitudinalandradialelectric field in an rf gap.

Under what conditions can there be a net radial focusing? If the field is rising in time, as is
necessary for longitudinal focusing, the defocusing field at the exit will be larger than the focusing
field at the entrance. This effect usually dominates. But for very low velocities, when there are
large velocity changes in the gap, the velocity increase in the gap means that the particle spends less
time in the exit half of the gap than in the entrance half. This can give rise to a net focusing
impulse. -The momentum impulse near the axis is
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First, examine the case where the velocity change and position change over the gap are small. The
variation of these quantities gives rise to the electrostatic focusing effect, to which we will return.
To simplify the above integral it is convenient to use

which expresses the fact that the total rate at which the field varies for a moving particle is the sum
of the change at the new position plus the change in time. This substitution is useful because it will
allow us to combine terms after integration. We use this to eliminate the partial derivative with
respect to space, and we have

The integral over the total derivative vanishes if the intend L extends into zero field at both ends,
or if the field is periodic with period L.

Ap, = 2;7c2J::2Ez(z)*(@t+ ow.

Consider a particle at the origin at time t = O, so that wt = kz, where k = 2x@.
We use the rngonometric relation

sin(ot + ~) = sin cotcos~ + cosmt sin $,

substitute cot= kz, and take the origin at the electrical center, as we did in Section 3 for the analysis
of acceleration in a gap. Then

APr
=_ qro

2 2 2 sin ~Jyf12EZ(Z)COSkzdz”2ypc

We use the definition of transit-time factor, and substitute p,= m~r’, to obti

A(’yf3r’)= -
nqEOTsin tlL r

mc2y2j32L “

In the approximation that ~ = ~~, the result is the same as that obtained from the equivalent
traveling wave.

5.2.5 Electrostatic Focusing Effect in the Gap
.-.

Now we return to the electrostatic focusing effect. Because this effect occurs at low velocity,
we neglect the magnetic force. The radial momentum impulse is
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For a specific example we consider the square-wave field defined by

E==
{

E’ CoS(@t+ $), 121<g / 2

0, }l~2g/2 “

J ( J-t(z-;)]cos(”t+(o,,Then ~=E ~ Z+g

Jwhere 6 is the Dirac delta function defined by ~(x)dx = 1, and 3(x) = Ofor 1x1>0. As before we
calculate the momentum change of a particle lth z = *L and we write

‘pr=-~E’JiP(z+:)-’(‘

;cEgL[;cos(&-@)-;co{~or Apr = -—

where 1 and 2 refer to the entrance and exit planes of the gap. This form is sufficient to see the
physics. Because of the acceleration ~1 < (3z For @near zero (near the crest), the overall sign will
be negative, if the radius rl > r2. The latter condition is expected, because the entrance field
functions as a thin focusing lens and the exit lens as a thin defocusing lens. Really, three effects
determine the lens strength: (1) More time is spent at the entrance (focusing) end than at the exit
(defocusing) end- (2) The times at which the two kicks occur are not symmerncal about the time of
passage past the center of the gap, an effect that helps the defocusing because the field is rising and
is larger for longer gaps. (3) The beam has a smaller radius at the exit than at the entrance because
of the focusing of the entrance and defocusing at the exit. This increases the net focusing.

5.2.6 Other Descriptions of Transverse Motion in the Gap

In the smooth approximation we replace the effect of the gap with an average force that acts
continuously on the beam. We ignore the electrostatic focusing effect and make the identification

ds L

This can also
; :Sflx

k;ox=obewrittenas —— ‘-—
2’

2zqEOTsin(-$)
where k~O= defines the longitudinal wavenumber, defined earlier in this section.

..- mc2L(’@)3

If the change of velocity in the gap is small, we can write
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~,= ~EOTsin(-@)L ~

mc%(@)3 “

This suggests a simple thin-lens treatment. The effective thin-lens focal length is

1 Dx’ = xqEOTsin(+$)L—=—
fg x mc21(~)3 “

When $ is negative to satisfy the longitudinal focusing requirement, the focal length is positive,
corresponding to a defocusing lens. Then the effect of the gap can be represented by an entrance
drift length to the center of the gap, the above thin-lens kick at the center of the gap, and a drift
through the exit side of the gap.

Fig. 5.13. Quadruple magnet.

5.2.7 Quadruple Focusing

For most linacs quadruple focusing has been employed, since its discovery in the early
1950s. A cross section of a quadruple magnet showing magnetic field lines is given in Fig. 5.13.
The quadruples are installed within the drift tubes in drift-tube linacs, and are used between the
tanks in coupled-cavity linacs. For a positive particle moving parallel to the beam axis, with
velocity ~ and transverse coordinates x and y, the equations of motion for a perfect quadruple
lens with axial positions as the independent variable are

d2x d2y‘+ K2(S)X=0, and
ds2

‘- K(s)y=(),
ds2

. .
qG(s)where K2(s)= —
mc-yfl”

The gradient is G = BX/y= BY/x. For a pole-tip of radius ao and pole-tip field Bo the gradient is
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G = Bo/ao. With the polarity we have chosen, x is focusing and y is defocusing. Changing the
polarity reverses the signs so that x would be defocusing and y would be focusing.

The effect of the rf defocusing in the gap maybe approximately included as a continuous force
from the equivalent traveling wave. The latter method gives

d2x k:O
—+ K2(s)x–— x=O, and #-K2(S)y-~y=o,
ds2 2

2XqEoTsin(-$)
where near the axis we have k~o=

mc2k(~)3 “

The quadruples are amanged in a regular larnce, which is either periodic or quasiperiodic to allow
for the increasing cell lengths as the beam is accelerated. The most common lattice configuration
(Fig. 5.14) is the FODO array (focusin$-.zero field-defocusing-=m field, etc). Because of the
neriodic force the euuations of motion have the form of Hill’s equation, for which the solutions are
&jli~O&n in the m’celerator field (see Section 1).

D

Figure 5.14 FODO Quadruple lattice with accelerating gaps.

A useful method for studying the solution is to use the matrix formalism. The effect of the rf
defocusing can be approximated by a thin-lens impulse at the center of the gap, and the
quadruples can be treated as hard-edged elements with length equal to the effective length of the
magnets. The properties of the solution are similar to those of the solutions to the Mathieu
equation. This was studied by Smith and Gluckstem16, and the results can be ex$ressed in terms
of a stability chart (Fig. 5.15). The stability chart is a plot of 8: = q&Gh2 / mc (d@ensionJess
measure of the quadruple focusing strength) as the ordinate, versus A = ~qEo~ sln 0 / mc P
(dimensionless measure of the rf impulse) as the abscissa. Any point in this space lies in either a
stable or an unstable region. The lower boundary of the stability chart corresponds to a phase
advance per focusing period of c = O, and the upper boundary has ~ = z There are an infinite
number of passbands but the lowest passband is the only one that has sufficient bandwidth for a
practical focusing system. The parameters can be chosen by using the stability chart to pick an
operating majectory as a function of particle energy so that all particles lie in the stable region.

An approximate formula for the phase advance per focusing period can be obtained by using
the marnx method to form the transport marnx over one full period, and treating both the rf gaps
and the quadruple lenses as thin-lens impulses.

Keeping only the lowest-order terms results in a simple approximate formula. Recall that the
focal length for the rf gap is given by

. . . 1 Ax’ = xqEoTsin(+j)L—=—
fg x mc2k(’@)3 “

L is the length over which the rf impulse is integrated. The quadmpole focal length is given by
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1 Ax’ G/!- =*q .
~- x m~

We obtain to lowest order

[1 [1
02S~2-4~:oro2G—

qG4L 2 _ 4nqEOTsin(–$)L2

g m@ mc21(~)3 “
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Fig. 5.15. Stability chart for transverse motion.

The length L is chosen to equal the spacing between lenses. Thus for the FODO lattice the period is
2L. The first term is the quadruple term and the second is the rf impulse, which subtracts from the
quadruple term when $ is negative. This approximation is accurate to within about 10% for
0< 7c/2.For stability the quadruple term must be larger than the rf defocusing term. We see that
the rf defocusing term falls off with ~y faster than the quadruple term, so that the rf defocusing is
more important at low velocities.

The phase advance per unit length k = c/2L is an effective wavenumber for transverse
oscillations. In a smooth approximation the trajectory is sinusoidal, corresponding to simple
harmonic motion, and the local effect of the individual lenses in the larnce is averaged out. Using
the above approximation for a, we have

This result shows tha~ to lowest order, the phase advance per unit length is independent of the lens
spacing. But, as the lens spacing increases for fixed field strengths, s increases and reaches an
upper limit for stability CTc n.

A smooth approximation formula for
nonrelativistic phase advance in the RFQ:

the Mathieu equation (see Bruck17) is useful for the
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5.2.8 Radial Motion for Relativistic Beams

The radial rfforce approaches zero for a relativistic beam because the magnetic force cancels the
electric force. We now consider the radial trajectory for the particles that are being accelerated but
experience no radial force. We let ~ = 1 and write

(); Y~ =0 +y~=’fx’=constant .
. . .

This is a statement of transverse momentum conservation. We assume the injected beam at z = Ois
relativistic and has y = yO and an initial divergence x’ = x: . Therefore transverse momentum
conservation gives ~’= YOx~. Assuming the energy increases linearly with L we write

y=y!z+yo .

We now integrate a second time and obtain the total displacement at the end of the machine caused
by an initial divergence at injection:

[1 [1,‘~_Yoxiln2 =X:z ‘0 ln~ .
1

fh=J; x’&=Yoxoo y yt y.
W-w. W.

The trajectory is logarithmic rather than linear (see Fig. 5.16). This is because transverse
momentum is conserved and the relativistic mass is increasing, which implies the divergence angle
must decrease. One finds that for z = 3000 m, (the length of the SLAC accelerator), and for a
maximum divergence of 0.25 mrad at an initial energy W. =40 MeV, the displacement at a final
energy of W = 40 GeV is only Ax = 5 mm. This is a remarkably small displacement and it shows
that for the relativistic case not much focusing is required

Additional insight into explaining the very small displacement is obtained by seeing what the
accelerator looks like in the frame moving with the same longitudinal velocity as the beam. Because
of Lorentz contraction, if dz is a longitudinal element of length in the laboratory frame, where the
accelerator is at resg the element in the moving framed% is

dz. = dz / y(z) .

The length of the accelerator t~ in the moving I%ime is given in terms of the length 4 in the
laboratory frame by

Jq= $ cizm=jt ‘z =
mc2t

[1
~n w

o y’z+yo W-wo < “..-
For the SLAC Iinac using 4 = 3000 m , Wo =40 MeV, and W = 40 GeV, we find .4W= 0.27 m.
Because the accelerator appears so short in the moving frame, it is not as surprising that the
displacement of the particles is so small.
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Fig. 5.16. Transverse deflection versus energy for an accelerated relativistic beam.
,..

5.3 Problems

5-1. The parameters of a 400-MHz proton drift-tube linac at the injection energy of 2.5 MeV
are~T=2MV/mandcj~= -30 degrees. What is the ratio of the energy acceptance (full height of
the initial separatrix) to the injection energy?

5-2. For the drift-tube linac of problem 1, what is ~T)~~hO1d for forming an initial bucket
for synchronous acceleration?

5-3. The drift tube linac of problem 1, with constant EoT = 2 MV/m and $, = –30 degrees,
accelerates a proton beam horn 2.5 to 25 MeV. (a) Calculate the longitudinal phase advance per
unit length kt in radians per meter at the injection energy of 2.5 MeV. Neglecting the increase of ~
from acceleration, how many rf periods are in one longitudinal oscillation at injection? (b) Repeat
part (a) at the output energy of 25 MeV.

5-4. A 1284-MHz coupled-cavity Iinac accelerates a proton beam from 70 to 600 MeV. Ignore
the effects of space charge.(a) If the maximum phase amplitude A$oof the longitudinal oscillations
is 10° at injection, what is its value at 600 MeV? (b) If the energy amplitude AWOof the
longitudinal oscillations is 0.2 MeV at injection, what is its value at 600 MeV? Does the fractional
energy spread increase or decrease? (c) Calculate the phase width v and the energy half-width
AWmaxof the separatrix at 70 and 600 MeV, assuming ~T = 7 MV/m and o, = -25°. How do the
changes in the maximum dimensions of the separatrix between 70 and 600 MeV compare with the
changes in the beam?

5-5. Suppose a coupled-cavity linac is composed of 1284-MHz tanks with 16 cells each, and
has the parameters ~T = 7 MV/m and an effective synchronous phase of $, = -25 degrees (this is
really the mean phase of the reference particle in each tank). At 100 MeV what is the phase
excursion of the reference particle as it travels through the tank, and what is an approximate value
of the injection phase?

5-6. A 0.25-MeV electron beam is injected into a 3-GHz accelerating structure that supports a
traveling wave with phase velocity equal to the velocity of light. (a) What accelerating field is

“- -90 degrees and to reach an asymptoticrequired to capture a beam injected at a phase near @l-
phase at the crest. (b) What is the asymptotic phase width of the beam if the initial phase width is
30’?

5-7. A FODO array of permanent-magnet quadruple lenses with gradient G = 100 T/m and
effective length 4 = 3 cm is used to focus a low-current proton beam in a 400-MHz drift-tube
linac. Assume the array is periodic with lens spacing equal to ~k (quadruples in every drift tube)
at the injection energy of 2.5 MeV. (a) Use the smooth approximation formula in Section 5.2.7 for
transverse phase advance per focusing period o to calculate csfor the quadruples alone (as if
EOT = O). (b) Calculate c when EOT= 1 MV/m and $ = -30 degrees. Are the particles stable
transversely? (c) For the same -30 degree phase and the same quadruple array, what is the
maximum accelerating field ~T for transverse stability?
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6 MULTIPARTICLE BEAM EFFECTS

6.1 Beam Ellipse and Emittance

6.1.1 Beam Quality, Phase Space, and Emittance

A beam in a linear accelerator generally consists of a collection of panicles with the
same elecrnc charge, moving in approximately the same direction, with approximately
the same position, phase, and energy. To maintain these conditions over a long
distance, we have already seen that focusing is generally required. The term “beam
quality” is sometimes used to describe the coherence of the b-, i.e. the degree to
which the beam particles have nearly the same coordinates as the reference particle,
which travels on the axis with a specifkd energy and phase. By this view the highest
quality beam would consist of p@cles whose coordinates and momenta are all the
same.

, AW

Fig. 6.1 Isodensity contours of the beam in (a) unnormalized transverse phase
space, (b) normalized transverse phase space, and (c) longitudinal phase
space. The emittance associated with any elliptical contour is the area of
that contour divided by x.

To make the concept of beam quality more quantitative, we will define the beam
emittances, figures of merit proportional to the two-dimensional phase-space areas,
which decrease with increasing beam quality. Unfortunately, there are several
definitions of emittance, and this leads to much confusion. We will present the
definitions that are most common in the linear-accelerator field and point out areas of
ambiguity. It is necessary to introduce the definitions of phase space, phase-space area
of the beam, and eventually the emittance. We recognize that every particle can be
described by its three Cartesian coordinates and three momentum components, or by
six equivalent variables. For example, we may represent each particle in a Iinac by a
single point in a six-dimensional phase space, defined by the two transverse
coordinates, x and y, the divergence angles, dx/ds and dy/ds, and the longitudinal
phase and energy variables $ and AW. It is also useful to refer to three orthogonal
projections of the six-dimensional phase space called the two-dimensional phase-space
projections: x-dx/ds, y-dy/ds, and $-AW. In a linac one also refers to the transverse
phase spaces x-pX/mc and y- y/me,where p, and pY are the normalized transverse

%momentum components. In ei er case the beam can be assigned areas in each of the
two-dimensional phase-space projections, as shown in Fig. 6.1.
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We will define a quantity proportional to the area called the ernittance, which is
generally quoted as the figure of merit of decreasing beam quality. In defining the
emittance, we first need to recognize the special significance of elliptical phase-space
distributions. The beam-phase-space contours in a linac often have the approximate
shape of an ellipse. One reason for this shape is the predominance of linear focusing
forces. (By linearity we refer to the linear dependence of the restoring forces with
respect to the displacement from the design particle.) With linear focusing, the
trajectory of each particle in phase space lies on an ellipse. In general, abeam is said to
be matched when the isodensity contours of the beam in phase space are concenrnc and
similar to the trajectory ellipses. Therefore matched beams have elliptical contours.
Furthermore, with linear focusing, elliptical distributions in phase space, even for
unmatched beams, remain elliptical. Because of the tendency of beams to exhibit
elliptical phase-space disrnbutions, and because the area of an ellipse is z times the
product of the semi-axes, it has become conventional to define, for each two-
dimensional projection, a quantity called the emittance of the beam, which corresponds
to the product of the semiaxes of an ellipse. The general equation for an ellipse can be
written as

yx2+2axx’+px’2=&,

where @ - az = 1, and the area of the ellipse is n. The definition of the ernittance &
for any two-dimensional phase-space area (transverse or longitudinal) is

&= Area/x.

Even when the phase-space area is not really elliptical, an effective ellipse is usually
assumed. The ideal beam with maximum beam quality is the zero-emittance beam —
called a laminar beam because it exhibits laminar-like flow. Laminar beams represent
the ideal of a highly ordered and coherent beam, which, however, is never achieved in
practice. Real beams have nonzero emittances at the source, due to the finite
temperature of the source and to aberrations in the extraction optics.

Having defined the emittance in terms of an elliptical area of two-dimensional phase
space, we return to the question of which phase-space area to select to characterize a
real beam. If the beam distribution in phase space had a well-defined boundary, its
emittance would be defined simply by the area within that boundary. However, real
beams do not have well-defined boundaries. One method for assigning the phase-space
area is to identify contours of equal phase-space density. A specific contour, such as
one at 50% or 90% or 95~0 of the maximum density, might be used as a characteristic
measure of the emittance. It can be shown that under certain conditions, namely (1)
when Liouville’s theorem is satisfied in the six-dimensional phase-space, and (2) when
the forces in the three orthogonal directions are uncoupled, this definition also leads to
conservation of the two-dimensional phase-space projected areas, and the ernittances.
The conditions under which Liouville’s theorem is satisfied are (1) no dissipative forces
such as radiation or multiple scattering, (2) no particles lost or created, and (3) absence
of small-impact-parameter bhry Coulomb collisions between particles (as opposed to
srn@h collective space-charge forces). When these conditions hold, the volume of six-
dimensional phase space defined by any fixeddensity contour of the beam is invariant.
The emittances are defined in terms of the two-dimensional projections as described
earlier, and the additional assumption of no coupling of the forces in different directions
is necessary for emittance conservation.
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6.1.2 RMS Beam Ellipse and RMS Emittance

Unfortunately, the presence of nonlinear forces can produce considerable distortion
of the phase-space contours even when the areas are conserved. This distortion causes
an effective growth, resulting from a fflamentation process in six-dimensional phase
space, in which the original beamdensity distribution encloses regions that are rarifi~
and the average phase-space coordinates increase. FurthermoxtTzforces that couple the
motion between the three directions can cause real growth in the two-dimensional
projected areas even though the six-dimensional volume is constant. Consequently it
becomes useful to introduce another definition for the effective emittance, based on
mean-square values or second moments of the coordinates and momenta. This
definition is more relevant because it applies to arbitraxy particle disrnbutions and it is
determined by therms beam characteristics of the beam distribution.

The definition of rms emittance follows from the description of an arbitrary phase-
space disrnbution by a characteristic rms ellipse (see Fig. 6.2). The general form of the
rms ellipse is defined by Courant-Snyder parameters CCr,13r,and yr, and an rms
emitmnee G that are defined in terms of the second moments of the particle distribution.
To be specific we will describe the definitions for an UMormalized transverse emittance
in x-x’ space. For simplicity let us assume that the centroid of the beam lies on the axis.
The point (x, x’) lies on therms ellipse if

yrxz + 2etrxx’ + prx’2 = E, ,

where yr~ – e# = 1. We define the ellipse parameters in the following manner. First,
we require that the ellipse projections on the x and x’ axes are equal to the rms values.
Thus, we require

x’

x’m = ~ . . . . . . . . .

Fig. 6.2 The rms ellipse.
..-

Furthermore, for the case of a matched beam with linear focusing, where the
isodensity contours of the beam are concenrnc and similar to the trajectory ellipses, we
will require that the rms ellipse also be concentric and similar. Thus, because the
trajectory ellipses relate et and ~ by a = – P/2, we also require the same relationship
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for ~ and ~. Thus, we define

where we have equated the derivative of the average over the particle distribution to the
average of the derivative, and we assume that the emittance of the matched beam is
constant. Therefore, the ellipse parameters have been defined in terms of the second
moments of the disrnbution as

We recall that the ellipse parameters are not independen~ but are related by yr& –
ar2 = 1. The rms emittance as a function of the second moments is obtained by
substituting the definitions of the ellipse parameters into this relationship. Thus,

or, the rms emittance is E, = ~.

A simple exercise maybe helpful in understanding the main characteristics of the
rms emittance. Consider a particle distribution in phase space (see Fig. 6.3) that lies on
a line (curved in general) that passes through the origin. This represents an idealized
zero-emittance beam. Assume tha~ for any x, the divergence x’ of the particles is given
by

x’=CX’, n>l,

where C is a constant. The second moments of this distribution axe

The (squared) rms ernittance is given by

——

[

—.

1E; =X2 X’2-~2 =C2 X2X2n‘X’+’2 .

..-
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Fig. 6.3 The rms emittance G for two distributions with zero area (a) a straight
line where G = O,(b) a curved line where q # O.

When n >1, the relationship is nonlinear, the line in phase space is curved, and the
rms emittance is in general not zero. When n = 1, the line is straight and the rrns
emittance is

‘~=c’[p’-p’l=o‘=1
Because this distribution is a line it has zero area for any n value. Thus the “true”
emittance, which is the area/n that contains all the articles, is zero.

tRTherefore, we conclude that, even when e “true” emittance is zero, if the
distribution lies on a curved line, its rms emittance is not zero. The rms emittance
depends not only on the true area occupied by the beam in phase space but also on the
distortions that produce an average curvature in the distribution. Such distortions are
caused by nonlinear forces.

6.1.3 Transverse Emittance

Transverse emittance can be determined experimentally by making measurements of
the particle distribution as a function of displacement and divergence. This distribution
determines what is called the unnormalized emittance. For an upright ellipse, with
semiaxes Ax and Ax’,the unnormalized ernittance is

E=lbdx’ .

For an accelerator it is convenient to define what is called the normalized emittance,
for which the dimensionless transverse momentum variable Ap#mc is used instead of
the divergence. Thus, for an upright ellipse the normalized emittance is

En = AxApX/ mc = AxAx’~ ,

where we have assumed the paraxial approximation to write

px = ymvx = ynvx’ = px’ .

The normalized and umormalized emittances are related by
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En = Epy .

The reason for introducing a normalized emittance is tha~ in an accelerator, the
longitudinal momentum increases, and the average transverse momentum is constant.
Therefore, the transverse momenta of the particles are unaffected by acceleration, but
the divergence of the particles is reduced during acceleration because x’ = pX/p.Thus,
the acceleration reduces the umormalized emittance but does not affect the normalized
emittance. The unnormalized emittance is not a useful figure of merit of beam quality
when emittances at different energies are compared.

The typical units of either unnormalized or normalized emittance are meter-radians
or centimeter-milliradians or millimeter-milliradians. Typical normalized rms emittance
values range from a few tenths to a few millimeter-millirdans.

6.1.4 Longitudinal Emittance

The variables for longitudinal emittance can be chosen in several ways. We may
write a nonmlized longitudinal emittance in the same way as we write the normalized
transverse emittance,

AzAp = AtAW = A~AW
Ed=— — —

mc mc come ‘

where we used the relationships vAp = AW, Az = vAt, and A$ = @At.This emittance
has units of length; it can be expressed in the same units as transverse emittance and
then companixl with the transverse emittance values. However, phase difference A$ and
energy difference AW are more natural longitudinal units in a linac. Therefore, a very
common form for longitudinal emittance is

The units are usually expressed in degrees-MeV or degrees-keV. This emittance
does not change because of acceleration, but it does change if there is a change of
frequency along the accelerator. For example, if the frequency of the accelerator
structure doubles at a certain energy, the emittance Et also doubles. For a linac with a
frequency transition, the emittance form AtAW may be more useful, because it does not
change when the frequency changes.

6.1.5 Emittance Conventions

Unfortunately, a lack of agreement on emittance conventions has led to much
confusion. One ambiguity is whether emittance is defined as area/n (as we have done)
or as area. This has led to one convention in the literature, namely, to express the
emittance value as the numerical value of area/x times Z: for example, E = 1 z mm-
mrad. This expresses the area, showing a factor x. For those who interpret the
emittance as area./x, the value in this example is 1 mm-mrad. Another way to express
emittance, defined as area/x, is to keep the symbol &for artdx, by showing an explicit
z on each side of the equation. Thus, in the above example, we would write

&n=lnmm-mrad.
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This convention is more consistent with our definitions, but does not have very
widespread use.

The rms ernittance has other areas of confusion. Some people multiply the rms
emittance that we have defined (Sacherer18 convention) by 4, and call this the rms
emittance. This is the Lapostollelg convention, and it is useful because it gives the total
emittance of an equivalent uniform beam (for continuous beams). Also, for almost all
other real beams, the value of 4 x the rms emittance is very close to the emittance
containing 9070 of the be= which is a common measure of an effective emittance that
contains most of the beam. Use of the Lapostolle convention becomes confusing only
when it is also called therms emittance. One way to avoid confusion is to call this the
4-rrns emittance. Some have found it convenient to quote an emittance of 6 x therms
emittance. This contains 9570 of the beam for Gaussian beams. If this is called the 6-
rms emittance instead of the mns emittance, it should lead to no confusion. Because of
the lack of a convention for defining and expressing emittance, the reader of accelerator
literature must beware, especially if the authors have not carefully defined the emittance
they quote.

A useful result relates the total emittance to the rms emittance for uniform hyper-
ellipsoids in n-dimensional space. Therms emittance for uniform hyperellipsoids is

&~
E,=—

n+2 ‘

and the rms size is related to the total size of the semiaxes R by

If a beam is uniform in 6-D space (6-D Waterbag disrnbution), n = 6. If the beam is
uniform in 4-D space (4-D Waterbag distribution), n =4. If the beam is uniform in all
3-D projections, n = 3, and for uniform beams in all 2–D projections (Kapchinskiy-
Vladimirskiy distribution), n = 2.

6.1.6 Ellipse Transformations

Earlier, we used the transfer-matrix formalism to transport particle coordinates
between two points in an accelerator. The fommlism is valid when the forces acting on
the beam are linear, i.e. depend linearly on the displacement from the on-axis reference
particle. We now show how this can be extended to transport the beam ellipses between
two locations, as shown in Fig. 6.4. The general equation of an ellipse in x-x’ phase
space is

yx2 +2axx’+ px’z = & ,

where fi-aQ=l.

It is convenient to express this equation in matrix form as

x-f~-lx = & ,
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[1x [1ya
where X = XT = [xx’] is the transpose matrix, and C-l = a ~ .

x’ ‘

I
x’

q J+s71

. . .

Fig. 6.4 Phase-space ellipse transformation between two locations.

This result can be easily verified by carrying out the matrix multiplication. The
reason for defining the matrix as ~1 instead of C$will become evident later. The inverse
matrix is

[1~-a
(J=

-a Y“

Now suppose the coordinates at position 1 are transformed to new coordinates at
position 2 by the action of linear forces. The transformation can be expressed in the
form of a 2 x 2 transfer matrix R such that

X2 =Rxl.

The equation for the ellipse at location 1 is X~C~lX1 = & .

The equation for the ellipse at location 2 is X~c@Xz =& .

where, because of the linear transformation, the ellipse emittance is assumed to be
unchanged. We now obtain an expression for the c matrix at location 2. Thus,

& = x~(J;lxl = X~RT(RT)-l @R-]RX1 ,

or since x; RT = (R X1)T, we have

. . . &= (RX1)T[(RT)-l~;lR-l](RX1).

Then, the ellipse equation at location 2 is identified as
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X;G;1X2 = & ,

T ‘1()where cr~l= R @R-l =(R@T)-l $ ‘r ~2=R@T .

An equivalent expression is obtained by carrying out the above marnx multiplication,
and is sometimes found to be more convenient.

[1[
P, M

1[1
–2R11R12 R;z J31

az = -R1lRZ1 1+ 2R1ZRZ1 –RIZRZ al .

72 R;l –2R21RZ R~ yl
. . .

The last two equations give the transformation of the ellipse parameters between
locations 1 and 2. Thus, if the transport matrix R is given between two points, the
ellipse transformation is obtained. This result is very useful for designing the matching
optics to inject a matched beam ellipse into an accelerator with periodic focusing. It is
valid even in the presence of space-charge forces, as long as those forces are linear.

6.2 Space Charge

6.2.1 Introduction

With increasing beam intensity the interaction between the like charges of the
particles becomes more important. The charges produce mutually repulsive electric
Coulomb fields that act in opposition to the focusing forces and reduce the stability of
the beam. The Coulomb field at a distance r from a particle of charge q is

.

Er=---
4nzOr2 “

In principle the total Coulomb field experienced by any particle is the sum of the fields
due to all the other particles in the beam. Thus, if there are N particles in the beam, the
electric field at the nth particle is

For linac beams with the order of 10g or more particles per bunch, the method of
directly summing the fields fkom this many particles does not provide a practical
solution to the calculation of the forces.

To develop a practical method for such a calculation, one may classify the electric
self-interaction of the particles into two categories: (1) the collisional regime, where the
total self field is dominated by a few nearby particles that interact through srnall-impact-
parameter binary collisions, and (2) the space-charge regime, where the total self-field
is dominated by the majority of the particles producing a collective field that can be
approximated by a smooth function of space and time. The collective space-charge
regime occurs when nearby particles can move to shield the fluctuations of the other
particles, a phenomenon known in plasma physics as Debye shielding. Ignoring the
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effect of a finite-sized beam, the criterion for Debye shielding and collective behavior
for a beam of number density n is that the number of particles NDin a Debye sphere (a
sphere of radius equal to the beam-Debye length kD) is

For accelerator beams this criterion is usually easily met and the collective space-charge
force dominates; the effect of small-impact-parameter binary collisions can be
neglected. However, for computer simulation of beams the bunch is represented by
much fewer particles, typically I@, with a relatively large charge per particle. For this
case, the binary collisions will be important unless the Coulomb forces are smoothed.
Two common methods for doing this !nclude (1) replacing the point charges by finite-
sized charges, and (2) particle-in-cell codes where the charges are disrnbuted at discrete
locations on a mesh of points for the purpose of calculating the space-charge fields.

As the previous discussion suggests, space-charge-dominated beams behave in
some respects like plasmas. Similarities include (1) particle redistribution to provide
shielding from the effects of density fluctuations and external focusing fields as
described above, and (2) density oscillations at the beam-plasma frequency. It may at
fmt seem surprising that a single-charge-species beam can exhibit plasma oscillations,
which are characteristic of plasmas composed of two charge species. But the effect of
the external focusing force can play the role of the other charge species to provide the
necessary restoring force that is the cause of such oscillations.

It is important to bear in mind that beams in Iinacs are also different from plasmas in
some important respects. Perhaps the most important is that beam lifetimes in the Iinac,
which are generally no more than a few microseconds, are too short for the beam to
reach thermal quilibrium, even when the average external focusing forces are nearly
constant. For this reason, and because Liouville’s theorem and phase-space
conservation often are a good approximation, the phase-space volume of the beam is a
more important parameter than the beam temperature.

The space-charge fields can be separated into linear and nonlinear terms as a
function of the displacement from the centroid. The linear space-charge term defocuses
the beam and leads to an increase in the beam size. The nonlinear space-charge terms
produce these same effects but also reduce the beam quality by further increasing the
spread of the displacements, divergences, and energy.

Although the electric Coulomb force is independent of velocity, the space-charge
forces in a linac depend on the velocity. First, one must account not only for the electric
force between the particles but also for a magnetic force associated with the motion of
the charges in the beam. While the electric force causes defocusing, the magnetic force
causes attraction. This can be seen by considering the example of a long cylinder of
beam charge with azimuthal symmetry and charge density qn(r) moving at velocity v.
The elecrnc field is directed radially outward, as shown in Fig. 6.5, and from Gauss’s
law is

E, =$~n(r)rdr.
..-

From Ampere’s law the magnetic field is azimuthally directed and is
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a)

‘v~o~n(r)rdr .BO=—

b)

/ ./”(’) A \/r\\

Fig. 6.5 Self-fields from a cylinder of charge with density n(r) moving with
velocity v into the page: (a) self-electric-field from Gauss’s law, and
(b) self-magnetic field from Ampme’s law.

The Lorentz force is F,=
11

q(E, - VBO)= qE, 1-~2) = qE, / y2. Thus the attractive
magnetic force, which becomes significant at igh velocities, tends to compensate for
the repulsive electric force. Therefore space-charge defocusing is primarily a
nonrelativistic effect. It is of great concern for intense low-velocity ion beams and for
electron beams at injection into a linac, but not for relativistic electron beams where
~ = 1. We will discuss this again in the next section.

The space-charge force in proton Iinacs is also reduced by an additional effect.
When EOand $, are constant, the bunch length gradually increases with energy during
the adiabatic acceleration, which reduces the peak current.

6.2.2 Relativistic Mass and Self-Magnetic-Field Corrections

The relativistic equations of motion are Fi =mc
d(~).

“=X, y, z.
dt ‘ 1

In the paraxial approximation we assume that ~Xcc ~ and ~ <e ~. Then

-y=(1 - p: -p; -j3:)-1’2 = (1-p:)-’iz = (1_-32)-’/’ .

l%e longitudinal equation of motion is

FZ = mc %= mc(~ + PY)= mc(By3132+ By), F== y3mc~ .

Thelongitudinal equation of motion has the same form as that of classical mechanics
wiih the mass replaced by 73.

The transverse equation of motion will be written in a coasting-beam
approximation, where we ignore acceleration. llms
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The transverse equation of motion has the same form as that of classical mechanics with
the mass replaced by y.

In Section 6.2.1 we investigated the effect of the self-magnetic-fields in the special
case of a long cylindrical beam. To determine the effect of these fields in the more
zeneral case, it is convenient to LOrentz-trnsfom the - -” - “ * “ -: fields rrom me laboratory rrame,
~here the accelerator is at rest, to the frame of reference moving with the beam, which
we will call the beam frame. FirsG we consider the transverse fields. The field
transformation is

where the ~ and b superscripts correspond to the laboratory and beam frames. We
assume that the relative velocities in the beam frame can be i ~ored, so that the beam-

l!’fr~e magnetic fields are negligible. Therefore we set B:= y = OJ~d we eliminate
EXfrom the two equations. This yields

The transverse Lorentz force is

Therefore the effect of the self-magnetic field can be accounted for by dividing the
electric field by VP. Combining this with the transverse relativistic mass ym gives, for
the effect of the self-fields, the relativistic transverse equation of motion

d2x qEX
ixc=~=~.

The transverse velocities in the laboratory are negligible compared to the longitudinal
velocities. Therefore the longitudinal magnetic field in the laboratory is also negligible.
The longitudinal equation of motion is affected only by the relativistic longitudinal mass
y3m. Therefore, we have

d2z_ q%
F y3m “

..-

The y3 factor appears in all three components of the equation of motion, but for
different reasons.
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6.2.3 RMS Envelope Equation with Space Charge

We consider a distribution of particles in a beam moving in thes direction, where
the particles satisfy the equation of transverse motion

x“+ K(S)X-F, = O ,

where the linear external force term is given by –K(S)Xand F~is the space-charge force
term, which in general is nonlinear and includes the self-electric repulsive force and the
self-magnetic attractive force. The quantity F~is related to the space-charge electric field
by F, = qEJysmvz. For simplicity we assume that the mean displacement and
divergence are zero. We are interested in finding an equation of motion for therms
beam size. First, we write the equations of motion of the second moments of the
disrnbution. Thus, . . .

—
dx2
—=2Z,

d~— ——
ds

— = X’2+ xx”= X’2
ds

The averages are taken over the particle distribution. We now show that the fmt two
equations lead to the equation of motion for the rrns beam size. First, we write therms
beam size as

Then, using the frst of the above moment equations, we have

aa’=z .

Differentiating this, and using the second of the moment equations gives

— X2X,2_ --# —
aa’’+a’2=x’2+7 , or aa” - xx”

a’
——

a“

The numerator of the second term will be recognized as the square of the rms emittance.
Then, substituting the forces for x“ gives

&2 ~
a“ + K(S)a– ~– —

a’ a=o”

~is is called therms envelope equation, and it gives the equation of motion of the rrns
beam size. The second term is the foeusing term. The third term is the emittance te~
and because it is negative it represents a repulsive pressure on the rms beam size, which
depends on the emittance. The last term is the repulsive space-charge term. The
equation of motion for the rms beam size looks like the single-particle equation of
motion, except for the presence of the additional emittance term.
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The third moment equation has not been used in this derivation. It can be shown
that this equation affects the growth of rms emittance, and to obtain a time-dependent
solution one would need to determine independently the evolution of the beam
disrnbution. However, it can be shown that a useful energy-conservation principle can
be derived from this equation, which leads to a useful upper limit to the emittance
growth.

To carry this further we need to know the form of the particle disrnbution so that
we can evaluate the space-charge term. We now evaluate the envelope equation for
three simple examples.

Example 1: Continuous uniform cylindrical beam of radius R

From Gauss’s law the electric field of a cylindrical beam of particles with charge q
and velocity v, and with number density n(r), is

If the current is I = qN1 v, where Nt is the number of particles per unit length, the
density for the uniform disrnbution of radius R is n = NJzR2 = I/qnR%. The space-
charge electric field is

E(r) =
Ir

27WOR2V“

1 Rm22*= R2The mean square beam size in x is Z = — ~2N1 O T“

Therefore the radius is related to the rms beam size in x by R = 2a. Other distributions
have different ratios of R/a. The space-charge term in the xms envelope equation has the
factor

—

~ .JL~= qIx2 = qI
y3mv2 = 27woy3v3mR2 8nZoy3v3m “

Therefore the rms-envelope equation in x (or y) is

&2
a“+K(s)a-~-~=0 .

a3
..-

where K is a space-charge parameter called the generalized pexveance given by

K=
qI

27t&oy3v3ma“
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Example 2: Continuous Gaussian cylindrical beam

[1N4 -r2
The number density is n(r)= —

2Za: ‘Xp ~ “

The electric field is obtained from Gauss’s law as

Then

This is the same result as that obtained for the uniform distribution. Surprisingly, the
space-charge term in the rms envelope equation is the same as that found for the
uniform distribution. Then the rms envelope equation has the same form for the
uniform and the Gaussian distributions.

&2
a“+K(s)a-~-~=0,

a’

where K is the generalized perveance, defined earlier. We will see that the space charge
term is exactly independent of the distribution for some cases, and is approximately
independent of the distribution for all practical cases. This result will lead to the
principle of the equivalent uniform beam for the description of the average behavior of
beams with space charge.

Example 3: Un#onn spherical bunch

From Gauss’s law the electric field of a spherical bunch is radially outward and is
given by

E(r)=~~’ n(r)r’dr .

For a uniform density over a radius R, the particle density is 3N/47cRs,where N is the
number of particles in the bunch. The average current over an rf period is I = qNcfL,
where k is the rf wavelength and c is the speed of light. The elecrnc field is
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The mean-square radius is

n P en 37
Alsoz=— .— .

C 47wOR3 C 4X&oR3

—— .
Wecanwrite E7=~x+~y+~z=. 31%x,

IX7
and therefore ~ = —— —

C 47reoR3 ‘:&

where a = G= R.16.

The space-charge term in the envelope equation is

~=
qxEx . qIk

y3m# 20@wOmcy3v2a “

&2 K3=0
The nns envelope equation in x (or y or z) is a“ + K(s)a -‘- —

a3 a2 ‘

where KSis a space-charge parameter given by K3 =
qIk

20J%omc3y3~2

6.2.4 Envelope Equation for Continuous Elliptical Beams

Sacherer18 and Lapostolle19 derived envelope equations for continuous beams of
arbitrary particle disrnbution with elliptical symmetry in x-y space (Fig. 6.6). The
electric field components for the uniform disrnbution are

E
I x

5X =

)

—, and Ew=
7r&ov(rX+ rY rx ~’@(f.+’Y):’

where rx and ry are the semiaxes of the ellipse, related to the rms be~ sizes by rx =
2 ax, and rY= 2 aY.The rms envelope equations apply to all disbbutions with elliptical
sjinmetrjq they are

E; K E; K
aX”+ KX(s)ax – —– = O, and aY”+ KY(s)aY– —– =0.

a; 2(aX+ aY) a; 2(aX+ aY)
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I
Figure 6.6 Cross section of continuous elliptical beam with semiaxes r~ and ry.

These equations were first derived by Kapchinskiy and Vladimirskiy20 for a stationary
uniform beam (called the K-V distribution) in a quadrupole-focusing channel, and are
known as the K-V envelope equations. Examples 1 and 2 above have circular
symmetry in x-y space, which is a special case of elliptical symmetry. Indeed, we
obtained the same space-charge term and the same rms envelope equation in those two
examples.

6.2.5 Envelope Equation for 3-D Ellipsoidal Bunched Beams

The electric-field components for the three-dimensional (3-D) uniform ellipsoid
(I%g.6.7) are linear and uncoupled and are given by

E==
31k(l -f) x E 31A(l-f) ~, E 311f Z

4~0c(rx + rY)rz ~‘ )
~ = 4~Oc(rX + rY r= ‘Y sz= 4~omXry ~‘

where rX,r , and rZare the semiaxes of the ellipsoid, I is the average current over an rf
Kperiod, an k is the rf wavelength.

The semiaxes are related to the rms beam sizes by ri =~ai, i=x,y,z. The
displacements x, y, and z are relative to the centroid of the bunch. The quantity f is an
ellipsoid form factor and is a function of the parameter
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Fig. 6.7 Uniform 3-D ellipsoidal beam bunch ~th semi~es rx, ry, ad r=

Values off(p) for p <1 and f(l/p) for p >1 can be obtained from Fig. 6.8. For a nearly
spherical bunch (0.8 c p e 5), a useful approximate form is f=l/(3p). The rms
envelope equations are
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Fig. 6.8 Ellipsoid form factor f(p) vs p for p e 1 and f(l/p) for p >1.
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a=” + KZ(s)aZ
. .

,- 3K3f

a~aY
= 0.

We have defined a 3-D space-charge parameter

KS=
qn

20finzOmc3y3~2 “
. . .

Unlike that in the 2-D ellipsoidal case discussed above, the space-charge term is found
to depend on the shape of the distribution for other distributions with ellipsoidal
symmetry. However the dependence is very we~, the dependence of the space-charge
term on the distribution is at the level of only a few petcen~

6.2.6 Equivalent Uniform Beams

The form of the envelope equation is (nearly) independent of the disrnbution. If we
assume that the emittances are constant, we can draw an important conclusion from
this result. To calculate therms beam trajectories, even in the presence of space-charge
forces, we can replace the actual beam distribution (which may not be known) with an
equivalent uniform beam having the same current and the same second moments as the
real beam. It is convenient to identify an equivalent uniform beam because, as we have
seen, the space-charge field of a uniform beam, with elliptical or ellipsoidal symmetry,
is easily calculated and is linear.

The rms emittance is generally not constant, however, and its variation depends on
the particle disrnbution through the third of the moment equations (see Section 6.2.3).
Without knowing how the emittance varies, we can solve the envelope equation in the
approximation that the emittance variation is ignored. Thus, therms envelope equation
is accurate only for distances over which the ernittance growth is small. It is mainly
useful for calculating the focusing propernes of (short) beam-matching systems
between acclererators in the presence of space-charge forces.

An advantage of the linearity of the space-charge fields in the uniform disrnbution is
that the matrix formalism for ellipse transport, developed earlier, can be applied to
problems with space charge. The matrix equation,

gives the transportof the ellipse parameters a, ~, and ybetween points 1 and 2. These
pammeters are elements of the a matrix, and in linear systems the above equation can
be solved by marnx multiplication if the transfer R matrix is given. The R matrix has
been given earlier for common elements such as the quadruple lens, thin lens, and
drift space. To account for linear space-charge forces, we must use the space-charge
elecrnc fields given above. These fields depend on therms beam size, which varies in
the manner given by the ellipse ~ parameter, an element of the u matrix. To account for
space charge, we can take smaller integration steps through each element, and treat the
space-charge impulse as a thin lens, which imparts a momentum impulse to each
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particle given by

Api = qEti $, i=x, y,z,

where Ei is the space-charge field componen~ and As is the step size over which the
field acts. This treatment is the basis of envelope-equation codes such as TRACE and
TWK!E3D.

The equivalent uniform beam is also used to characterize an effective overall
focusing strength in the presence of space charge. This can be done in a periodic
focusing system by calculating the phase advance per focusing period including space
charge, c, and comparing this to the phase advance per focusing period with zero space
charge, co. For nonuniform charge .densities co is the same as for the uniform beam,
but, because the space-charge force is nonlinear, a unique phase advance parameter cs
across the beam cannot be defined. For a uniform density the beam quantities 6 and C$CI
can be obtained from the transfer matrix through one period, with and without space
charge. The procedure assumes the beam is matched, so that the beam ellipse is the
same as the machine ellipse (with space charge), and it must be periodic with the same
period as the focusing lattice. The solution with space charge must be obtained by
iteration because the beam size profde for the matched beam with space charge is not
known. The ratio Gbo is a common measure of the importance of the space-charge
force in a given direction. This ratio, which is always in the range O S aho <1, is
called the tune depression or the tune-depression ratio. When MJo = 1 the beam is
relatively unaffected by space charge, and is said to be emittance dominated. When
csfao= O,the beam is space-charge dominated.

6.2.7 Longitudinal Dynamics Including Space Charge

An accurate determination of the longitudinal dynamics of a beam with space charge
must be obtained by numerical calculation. We will derive an expression for the
longitudinal current limit by using the 3-D uniform ellipsoid model for the space-charge
force. We begin with the equation of longitudinal motion, derived in Section 5.1.4,

$“ + AB(cos$ - COS$,) ,

where $ is the particle phase, $~ is the synchronous phase, A = 2Z /~s3yS% and
B = qEOT/mcz. This led to the equation for the longitudinal potential, also derived in
Section 5.1.4,

V@= B(sin$-$cos@,) .

For phases near the synchronous phase we have

(0-44)2Sh$,
- Wcos$, +....sin$~sin$, +((#)-Q, )cosO, - z..- 6

[

The equation of motion becomes $“ + k~O ($-$,) – (+-0s)2 12tan(-44) ‘
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where k~O= ABsin(a,) .

The potential becomes

V4 z

[ {

($-+’ (@-4d3sin $,-$, cos$, + sin(-$,) ~ }1–6tan(-44) “

The first two texms are independent of the particle phase and can be treated as a constant
shift in the reference point of the potential. The variation of the potential with phase is
given by the second two terms. This approximation to the potential has a minimum at
$ = $~,.md a maximum at $ = -2 tan ($J. The latier represents the stability limit on the
right side of the potential well. The limit on the left side is the value of @that gives the
same value of the potential, and is at $ = - tan(~J. For small dative angles, the angle
is approximately equal to the tangen~ and the phase width of the stability region is A@=
31$J . These results are consistent with the general results that were derived in Section
5.14.

Now we evaluate the effect of the space-charge forces, using the 3-D uniform
ellipsoid model for the charge density, and assuming that the beam centroid is at $~,
which is the bottom of the potential when there is no space charge. Then the single-
particle equation of motion including space charge is

[

(4- 44)2
1

3qIlf($ - (p,)
$“ + k:O ($ - $,) - 2M(_@,) - @p2mc2r r r =0 ‘

XYZ

where the semiaxes of the uniform ellipsoid are related to the rrns sizes by
ri = ~ai , i =X, y,z. We will define W1as the ratio of the longitudinal space-charge
force to the linear part of the longitudinal focusing force. Then

where

3qIlf
W =

4x&Oy3~2mc3rxryrZk~0“

We can write the equation of motion as

. . .

If we define the phase advance per unit length with space charge as
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the linear equation of motion (ignoring the quadratic term) is

$“+k~(@$J=O .

Another common figure of merit for evaluating the importance of the linear space-
charge force is the longitudinal tunedepression ratio, defined as

=1-p?/=
3qIAf

4x&Oy3~2mc3rXrYrzk~0

and the ratio of linear space-charge to focusing force

k~ / k10. This is

*

p.t can be expressed as

k:
yt=l -~ “

6.2.8 Longitudinal Current Limit

We saw in Section 5.1.4 that, when the particles are accelerated by a field that is
rising in time, longitudinal focusing forces act on the beam and a stable bucket is
formed in which the particles can be captured and accelerated to high energies. As the
beam current increases, the repulsive space-charge fomes will reduce the size and depth
of the longitudinal potential well that defines this bucket. For a given synchronous
phase and a given accelerating field, them will be some value of the current at which the
space-charge force is just equal to the focusing force and the potential well vanishes.
This limiting current defines the longitudinal space-charge limi~ or the longitudinal
current limit for that given accelerator.

The beam-current limit corresponds to that current for which Vt and the phase
width of the beam are maximum. We might assume that the maximum for p.l is 1, the
value where the space-charge force is just balanced by the focusing force. This is
certainly an upper limit, but the nonlinear nature of the longitudinal focusing force
might establish a more conservative limit. Furthermore, we need to consider the
nonlinear part of the force to evaluate the maximum phase width.

To investigate the limits, we evaluate the effect of space charge on the size of the
phase-stable region. For small ~s, tan(+)Js -$S, and the equation of motion with
space charge has the same form as that without space charge, if we substitute

k~O+k~O(l-Kf) , I$sl+ I+st(l-k) .

Then the phase width of the separatrix changes horn –1+,1< @< 214),1to

-1%1(1- W4)=$ ~ 214J1- V/) .
..-

The energy half-width of the separatrix, calculated in Section 5.1.4, is also reduced
according to
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Now we return to the definition for pl given above and solve it for the curren~ we
obtain

8n2eOcrXrYrZEOTsin(-$,)
I=pt

3p2.2f
.

To determine the current limit resulting from the reduced bucket size, let us assume that
the beam occupies the full phase width of the separatrix with space charge, so that

. . .

rz = 31@.1(1– p~)(pl / 27C)/ 2,

ignoring the earlier assumption that the beam centroid is at $~.Using the approximation
for the ellipsoid form factor f given earlier, we obtain an expression for the current
when the beam occupies the full width of the separatrix,

The maximum current occurs for Vt =1/3, and gives a cument limit

This calculation has been found to underestimate the maximum currents obtained from
numerical simulation studies, but to give an accurate description of the dependence of
the longitudinal limit with respect to the parameters. The maximum total bunch width is
found to be about 21@Jand, when particles outside the core of the bunch are includ~
the maximum effective ~1 = 1. With use of these values, a longitudinal current limit
consistent with numerical simulation studies could be calculated approximately from

We see that the longitudinal current limit increases with increasing beam size, and
increasing accelerating field, and, for small angles where sin(-~~ ) = -$~, it increases
as the cube of the synchronous phase. Therefore, small increases in the synchronous
phase can cause large increases in the current limit.

6.2.9 Transverse Dynamics with Space Charge

We will use an approximate treatment based on the smooth approximation for a
periodic quadruple focusing array, introduced in Section 5.2.7. The equation of
transverse x motion in the smooth approximation has the form of an equivalent
harmonic oscillator. Thus
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where crois the zero-current transverse phase advance per focusing period P, and fiX is
the space-charge elecrnc field. Assuming a 3-D uniform ellipsoid, the elecrnc field is
lineaq it is

E==
3n(l – f )x

4xsO(rX+ rY)rXrz “

We define a, the phase-advance per focusing period including space charge, so that. . .

H=w 3qn~-f)4uOy3~2mc (rX+ rY)rXrZ “

We substitute this field and solve for the transverse tunedepression ratio,

[1
2

Cs 3qIx(l – f)

[1

P2
— =1- —.
00 4~omc3y3j32(rX + rY)rXrZ %

Solving for the current, we obtain

4rc&Oy3132mc3(rX+ rY)rXrZ ~ 2
I=v~

qk(l -f) [1P’

where P’ris the ratio of space-charge to focusing force given by

(J2
@-3 .

We recall from Section 5.2.7 that, for a magnetic quadruple focusing channel, the
zero-current phase advance per focusing period in a FODO channel is given in the
smooth approximation by

[1qG.lP 2 +
a;= —

nqEoTsin(-@)P2

2mc@ mc21(~)3 “

6.2.10 Matched-Beam Relationships
. . .

In the smooth approximation the transverse envelope equation is
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where

K3”= qn

203/%&Omc3’f3~2 “

For a matched beam the smoothed beam envelope is constant, so that a“ = O.Then, the
envelope equation yields

&&= q2_ 3K,(l-f) c 2
a: [1 [1p (ax+%)-=F ‘

with use of the definition for c given above for the equivalent uniform beam. Then, the
tune depression ratio is

[16 E, ,P
—= -
LuoJ

The space-charge to focusing force ratio is

[1
2

p~=l - : [1
2

E,,P
=1- -

a~co .

The maximum value of PT is limited by the value of the emittance.

6.2.11 Transverse Current Limit

With increasing beam current the beam size grows until it is equal to the aperture,
and further increasing current results in beam loss. The transverse beam-current limit
can be estimated from the expression above for the current derived from the 3-D
uniform ellipsoid model:

[

)47r&oy3~2mc3(rx+ rY rxrZ111
2

I 00 mu
T,mzx = uT,max

ql(l -f) ~.

The choice ~’f’= 1 is the largest value for which a (smooth) potential well exists; from
the results in Section 6.2.10, this value can be approached for small emittance beams.
We have discussed the limits on rZin the previous section. The maximum values of the
transverse beam semiaxes rXand rYare determined by the aperture. The maximum
usable aperture values may be limited by the acceptable nonlinearities, usually
dominated by the nonlinear rf defocusing force. The quantity crois limited to 60 c 90°
by an envelope instability associated with high-intensity beams in quadruple channels.
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However, it maybe that the value of co is limited instead by the quadruple focusing
available. Then it is more convenient to substitute the expression for Goas a function of
the quadruple parameters

[

)
]_{[ 1

4x.eOy3~2mc3(rX+ rY rXrZ
lT,max

qGl 2
= ~T.max

+ xqEoT sin(-$)

qk(l -f) 2m@
}mc2k(~)3 mu “

The transverse current limit increases with the G4 product of the focusing lenses, and
decreases with increased rf defocusing.

6.2.12 Emittance Growth from Space Charge

Both the external forces and the self-forces are nonlinear and couple the degrees of
freedom. These forces cause nns emittance growth because the transverse oscillation
frequencies of the beam depend on amplitude (from nonlinearities), and on the
coordinates of the other degrees of freedom (from coupling). A resulting decoherence
of transverse oscillations for different particles causes a fdamentation-type distortion of
the initial phase space disrnbution, unless the distribution is already internally matched
to these forces.

For high-current linacs we are concerned with emittance growth resulting directly
from self-forces as the dominant effect. Although we will refer to these as space-charge
forces, in general the self-forces include both the electric and the magnetic forces. We
begin by discussing space-charge-induced emittance growth, with a qualitative
discussion of beam matching into an accelerator channel. We distinguish between what
we will call internal matching, and rms matching. Internal matching constrains the 6-D
phase-space disrnbution so that the isodensity contours coincide with the particle phase-
space trajectories. For an internally matched beam the disrnbution will be in
equilibrium, and no emittance growth will occur, even in the presence of nonlinear
forces. Such an equilibrium distribution is periodic for periodic focusing. Examples of
equilibrium distributions have been studied for 2-D transport channels with linear
uniform focusing.

Given a real beam that is not internally matched, we would like to be able to
transform it into an internally match~ equilibrium disrnbution for the given accelerator
channel, without increasing the rms emittance in the process. We do not know whether
it is even possible in principle to perform such a transformation, without accompanying
emittance growth. What can be done is to match therms beam sizes in each degree of
freedom. This is accomplished by providing a beam optics transformation so that the
rms sizes are exactly right to balance the sum of the focusing, space-charge, and
emittance terms in the rms envelope quations. In a uniform focusing chmnel the
matched rms sizes are then constant. In aperiodic channel the rrns sizes will undergo a
periodic flutter about their average values. An rms matched beam is generally not
internally matched, the beam distribution is not in quilibriu~ and the beam will evolve
with the possibility of irreversible emittance growth. Nevertheless, nns matching is an
important characteristic of an internally matched, equilibrium disrnbution, and injection
of an rrns-matched beam can be considered a first approximation to providing the
desired internally matched beam.

After a high-curren~ low-emittance beam is injected into the accelerator, assuming
that resonances, which may occur under certain conditions, are avoided, the emittance
grows very rapidly as the charges redistribute to provide shielding of the external
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focusing field. This mechanism occurs for beams that are rrns matched but not
internally matched, and has been called charge-redistribution emittance growth. This
growth occurs in only one quarter plasma period and is the fastest known emittance
growth mechanism. The energy for emittance growth comes from the field energy
associated with the initial disrnbution. If the beam is not rms matched, additional
energy is available for emittance growth from the excess potential energy associated
with the force unbalance. This additional growth may be called mismatch growth. This
is followed by a slower growth as the velocity distributions in the three different planes
approach equalimion (equipartitioning). The emittance grows in the planes that receive
energy, and decreases in the planes that deliver energy. Finally, the periodic focusing
structure can excite modes of density oscillation in the beam, which can give emittance
growth fmm the nonlinear space-charge forces. To avoid these resonances in a linac it
is necessary to keep 60 c 90°. This is more srnngent than for the stability of a zero
current beam, for which the requirement is co c 180°. The mechanisms described
above are summarized in Table 6.1.

Table 6.1 Mechanisms of Emittance Growth Induced by Space-Charge
Forces

Charge Themlal- Structure
redistribution mismatch energy resonance

transfer

Free- Nonunifonn Potential Thermal Directed
energy field energy energy energy energy
source in other

plane

Time scale - qbmJ4 - 10ZPl=ma - 10qhlsnla -2 ~be~~~n

Distribution Strong weak weak Strong
function
sensitivity

For Uniform Equipartition
minimum density or match

60 <90°

growth internal match

Numerical simulations of noncquilibrium linac beams, whether nns matched or no~
show that such beams do evolve to quasi-equilibrium distributions, which vary only
slowly as the beam is accelerated. When focusing is linear, the equilibrium spatial
distribution in the extreme space-charge limit consists of an approximately uniform
charge-density core of density n. The density falls to zero over a finite distance
approximately equal to the Debye length.

It is observed that the emittance growth results in the formation of a halo of low-
density particles in phase space, and that the phase-space volume of the core is
increased on]y slightly. This halo is especially undesirable for high-duty-factor linacs
because it results in particle loss on the accelerator walls, which produces
radioactivation of the accelerator.
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6.3 Wakefields and Emittance Growth in Electron Linaes

Because electrons are so ligh~ the typical km injection energy in eleetron Iinacs is
about ~ = 0.5. Nonlinear space-charge forces can still cause significant ernittance
growth in the initial stage of the acceleration. This is often caused by the transverse
space-charge forces at the ends of the bunch being different from those at the center.

At velocities near the speed of hght the space-charge forces become small because
of the near cancellation of the eleernc and magnetic forces. But the interactions of the
elecrnc and magnetic fields of the bunch with the charges in the conducting walls of
beam pipes and cavities create fields that act back on the beam. At low velocities these
fields are said to be caused by image charges, and are generally small compared to the
direct space-charge fields. At high velocities the induced wall charges and currents
produce walcefields that act on subsequent charges. These fields can be classifkd as (1)
short-range and (2) long-range wakefields. The short-range wakefields generated by
the particles at the head of the bunch that act on the particles in the tail of the bunch
cause energy loss and transverse deflection of the tail. The long-range wakefields act on
subsequent bunches and their most serious effect is usually to produce a deflection of
the bunches that oscillates in time and causes growth of the effeetive emittance when
averaged over time. If the effect is sufficiently large, the beam displacement grows and
further excites the deflecting fields. The result is an instability known as the beam-
breakup instability, and the beam is eventually lost on the walls.

In free space the eleetric field of a relativistic charged particle is compressed into a
disk perpendicular to the direction of motion. The longitudinal electric field approaches
zero. For abeam of relativistic particles the transverse magnetic force nearly eaneels the
transverse elecrnc force on the beam. For a relativistic beam in a perfeetly conducting
pipe with no discontinuities, the electric fields are again only transverse, and they
terminate on surface charges in the pipe. The effect of the surface charges on the beam
is usually negligible, and no wakefield is produced behind the beam. Wakefields are
produced when there are geomerncal changes along the beam pipe, and are largest at
cavities and other beam pipe discontinuities. Wakefields produced when a bunch passes
by such a discontinuity appear as a damped, oscillatory electromagnetic excitation,
composed of the sum of the resonant modes excited by the beam. The highest
frequencies are not localized but will propagate down the pipe, if the frequency is
higher than the cut-off frequency of the pipe. The lower-frequency modes below cutoff
remain localized near the cavity structures in which they are born. The wakefield
description is important for extremely relativistic beams, where particles interact with
each other only through the wakefields generated by earlier particles.

The short-range wakefields have two important effects. Longitudinal wakefields
produced by the particles at the head of the bunch act on those in the tail. This em cause
significant energy loss for the particles in the tail, resulting in unwanted energy spxead
for the bunch. A reduction in the energy spread results from operating with the bunch
earlier than the crest. Then the later particles experience a larger energy gain from the
accelerating field, which can partly compensate for the deceleration from the
wakefields. Also, a transverse (dipole) wakefield produced by the head causes
deflection of the tail and results in transverse ernittance growth. The deflection is
reduced by applying strong transverse focusing fomes. For relativistic electron beams,
strong focusing is not needed to compensate for space-charge or rfdefocusing forces,
as it is for low-veloeity proton beams, but it does reduce the undesirable emittance
growth caused by the wave fields.

The long-range wakefields generally consist of a few low-frequency modes. The
most important effects are from the dipole modes, which produce the beam-breakup
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instability. This instability generally limits the intensity of electron linacs, whereas for
proton linacs space-charge forces limit the intensity. The dominant deflecting modes are
the two TM11omodes, which have a frequency in the pillbox cavity of about 1.6 x that
of the main TMOIOaccelerating mode. The magnetic field of these modes (see Fig. 6.9)
is transverse to the cavity axis and acts on particles on and near the axis to cause a
transverse deflection perpendicular to both the beam axis and the magnetic field
direction. These two deflecting modes differ in the polarity of the transverse magnetic
field the magnetic field directions differ by 90°. These modes also have a longitudinal
elecrnc field, which nxerses direction on the cavity axis, where its magnitude is zero.
An off-axis beam can excite the modes. The excitation of the beam-breakup instability
can be initiated by an off-axis beam or a transverse density perturbation, which excites
the cavity at the frequency of the deflecting mode.

Electric

Field

“’e’”-
Fig. 6.9 Field pattern of a TM110 mode.

and (2) cumulative.
linac structures. The

The two categories of beam breakup are (1) regenerative
Regenerative beam breakup occurs in mukicell coupled-cavity
excited deflecting mode propagates along the structure together with the displaced
beam. The longitudinal deflecting field of the mode decelerates the beam and feeds
more energy into the mode. The transverse magnetic field of the mode further deflects
the beam. Cumulative beam breakup occurs in linacs with independent cavities. The
mode grows in the fmt cavity, resulting in a growing displacement of the subsequent
beam bunches. The displaced bunches enter the next cavities, where, because of the
larger initial displacements, the mode grows even more rapidly. The growth continues
until the beam is lost on the walls. In cumulative beam-breakup there is no propagating
wave from tank to tank, but the coupling of the effect from one cavity to the next is
carried by the displaced beam. These beam breakup effects are particularly serious in
their transient behavior, where the amplitudes can become very large.

There are several effective cures for beam breakup: (1) good beam alignment, (2)
s~ng focusing, (3) stagger tuning of cavities to deliberately detune the deflecting mode
frequencies horn cell to cell, (4) choosing the accelerating gap so that the transit-time
factor vanishes for the deflecting mode, thereby decoupling the deflecting mode from
the beam, (5) choosing the aperture and the beam pipe large enough that deflecting
modes can propagate away to an absorber.
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6.4 Problems

6-1. Given the transfer matrix of a drift space, derive the results for the change in
the ellipse parameters. Show that the ellipse parameter y is invariant. What does this
mean physically?

6-2. Given the transfer matrix of a thin lens, derive the results for the change in the
ellipse parameters. Show that. the ellipse parameter ~ is constant. Is tlds reasonable
physically?

6-3. Measurements of transverse beam disrnbution for a proton beam with velocity
~ = 0.06 show-an upright ellipse in the x-x’ plane, with an rms size Axm, = 3 mm
and an rms divergence Ax’~s = 0.06 mrad. (a) What is the rms unnormalized
emittance? (b) What is the rms normalized emittance? (c) If the rms normalized
emittance is conserved during acceleration to 100 MeV, what is therms unnormalized
emittance at 100 MeV?

6-4. Measurements of the lon@”&iinal beam disrnbution result in an upright ellipse
in the A@AW plane with nns values A~ = 1° and AW- = 100 keV. (a) What is the
longitudinal emittance in deg-MeV? (b) If the rf frequency is 800 ~ what is the
longitudinal emittance in sec-MeV?

6-5. Assume a bunched proton beam at 100 keV with an average current of 100 mA
and a frequency of 400 MHz, having a uniform spherical density with radius 5 mm.
(a) Calculate the particle density. (b) Calculate the electric field from space charge at the
edge of the beam. (c) Calculate the space-charge parameter Ks. (d) Calculate the
projected rms size in the x plane. (e) If the a unnormalized emittance in the x plane is
Gn = 0.2 x mm-mrad, what is the ratio of the space-charge term to the emittance term
in the envelope equation? Is the beam space-charge or emittance dominated?

6-6. Consider a 100-mA proton beam at 5 MeV in a 200-MHz drift-tube linac with
parameters EoT = 2 MV/m, and synchronous phase & = -25°. Assume that the bunch is
spherical and has an rms size of Ax- = 2.24 mm in all three planes. (a) Calculate kzO,
the zero-current wave number of small longitudinal oscillations. (b) For the equivalent
uniform beam, what is the longitudinal tune-depression ratio kf / k~o , the wave
number of small longitudinal oscillations kl including space charge, and the ratio of
space-charge to focusing fome Lt ?

6-7. For the same beam as in problem 6-6, assume that the transverse focusing is
provided by a FODO quadruple array using quadruples with gradient-length product
G 1 = 3 T-m placed in every drift tube. (a) What is the period of the focusing larnce at
5 MeV? (b) Using the smooth approximation formula given in Section 6.2.9, what is
the zero-current phase advance per focusing period 60? Is it below the requirement
co c 90° to avoid the envelope instability? (c) For the equivalent uniform beam, what
is the transverse tune-depression ratio ciao, the phase advance per focusing period O,
and the ratio of space-charge to focusing force ~T?

. . .
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