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Executive Summary

This report provides a comparative study of advanced computing usage in Japan and the United States as

of Spring 1994, It is based on the findings of a group of U.S. scientists whose careers have centered on

programming, evaluating and designing high-performance computers for over ten years. The report is aA
follow- ~ to an assessment of supercomputing technology in Europe and Japan that was published in

1993. ~hereas the previous study focused on supercomputer manufacturing capabilities, the primary

focus the current work was to compare where, and how supercomputers are used.

Research for this report was conducted through both literature studies and field research in Japan.

The key judgments from the project are summarized below

● Japanese researchers areas adept at applying supercomputers to science and engineering problems as

are researchers in the United States, However, many Japanese suprxcornputcr installations still use

old, proprietary, mainframe-based operating environments which make supmcomputer research less

productive,

● Supercompukr vendors in the US. remain largely dependent on U.S. Ckvcrnment-funded purchases,

and sufficient expansion into commercial sectors has not yet occurred. In an abrupt change from

several years ago, the Japanese government is now the leading supporter of high-performance

computing in Japan. Although a recovery from the ]aratwse rwxwion Illdy rcvcrsc this trend, other

factors suggest that in r-wither country can the manufacture of highly i~dvanccd supcrcornputers

survive without significant government support

● Throughotit the world, there are many instances in which the LISCof supercon)puting provides

si~nificant commercial benefit, and there are some areas il: wltich comptrtin~ Ivx’ds will increase.

Iiowevcr, because supercomputms wquirc Inrgc puwhaw and nmntunilncc costs, in~wmingly more

companies arc electing to use low-end supcrcomputws or scicntltic workstiltions instcml, Although

now applications of supcrcomputers are Iwing diswvmd, the ri]t~ of ~rowth is not matching the

migrati(m tu Icw expensive mnchincs4 Wc corwludu tllilt tlwrc will dlw~ly’slW many ilpplicilti0r\9 for

which supercomputms iirc technically justi}iod, but that w’on(m~ic (or~si(i~’r,ltiol~s”will dominak~, and

the drmrtnd for higt~-i’ncf stl~l($r(”onl~>tltcrswill continu~’ to shrlnh.
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supercomputer vendors, having learned from their experience with vector computin~ are now

stressing applications development, and significant improvements are expected in the next few years.

● The Japanese government’s efforts to stimulate the economy and follow the U.S. lead in establishing

formal, large-scale computing programs has resulted in the placement of some very expensive, state-

of-the-art, high-performance computing systems at key facilities throughout the country. Although

not explicitly declared as such, Japan has a few areas that might be viewed as “grand challenge”

scientific computing applications. Foremost among these is aircraft design, which has recently taken

a “quantum-leap” in capabilities. Others are nuclear power-related simulations, single-atom and

single-molecule behavior, and solid-state physics. Grand challenge computing in the U.S. places

more smphasis on development of computing infrastructure than it does in Japan.



1. Introduction

“Supercomputing” maybe defined as the use of the most powerful computing systems in existence to

carry out calculations to exceptional levels of accuracy on problems requiring immense numbers of

operations and /or data. Supercomputers have been used for such calculations for about 20 years and

today they are at the leading edge of the information technolo~ revolution that is itself possibly the most

important change since the industrial revolution.

One of the most important aspects of supercomputing is the wide range of applications that fit within the

generic definition given above. In fact, because the technique of simulating complex phenomew by

computers can be applied to nearly every existing field of inquiry, simulation is now regarded as an

entirely new field of scientific discovery, separate and distinct from the traditional methods of

experimentation and development of theory,

With the ability to model such a wide range of both natural and man-made p6enomena, supercomputers

can provide more than just a means by which to increase the scientific knowledge base; they also have the

potential to benefit virtually all sectors of the economy. Indeed, today, in addition to being commonpltice

within universities and both civilian and military government agencies, supercomputers have also been

installed in many leading commercial entities. The advantage that supercmnputing simulation can offer

industries is reduced time in design, reduced prototype cost, and improved performance of the final

product, A brief list of commercial applications follows [1].

●

b

●

b

●

●

Automotive: crash worthiness; simulation of airflcw in and around a vehic!e; combustion

analysis in engines; cnginccring studies of materials;

Petroleum: analysis of seismic data as part of the exploration pr.}cess; simulation of oi! reservoirs;

Electronics: simulation of semiconductors and co]!cctions oi integrated circuits;

Aerospace: analysis of fluid flo”win and around an aircraft body; combustion analysis in engines;

Manufacturing: analysis of fluid flow in, and mdanici~l prqwrtics of, pumps;

Chrmistry and Pharmaceutical: simulation of rcfincrics i~nd chwnicil] manufacturing processes;

simulation of the intwa~lion t)f potential new therapeutic ilgentw with biolo~icnl subjects;

“1’Iwcritical role that stii)crt:[)lnp~]t~’rs can play fue!ing inrwvation in ihwo areas suggests that they are a

kind of vital national rcsourcu, As such, the well-bcin% of the entirt~ industry that produces

supwcomputwN is in some wiIy rclntwf to tlw well. bcin~ of thu Ililtioll, vith$r in an rlx)m)mic sense or in

terms of n more traditional view of national svcurity.
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Last year we perfon~led an assessment of supercomputing technology in the United States, Europe, aiid

Japan [2]. Motivated by the relationship between the supercomputer industry and economic security, the

focus of tiie report was the supercomputer producers, and the goal was to determine the challenges faced

by U.S. supercomputer manufacturers from those i. I other countries, To answer this ques:io~ a wide

range of contributing strengths and weaknesses was examined. To a large extent, though, the question

boiled down to supercomputer performance, and to ~ hich countries could or could not produce the ldnd

of high-performance machines required to carry out the types of simulations described above. Since

supercomputer performance is such a well-known and persistently-studied characteristic, and, more

importantly, since it is the most important indicator of technological competence, this was a reasonable

approach to take.

Howevor, in assessing a nation’s overall supercomputing capability, the ability to produce and sell the

fastest supercomputers is only part of the equation. An equally, if not more important question is, given

that state-of-the-art, globally-competitive supercornputers are available, how are such machines put to

use; or more precisely, are there differences in the way supercomputers are used in different countries?

Thus, in this report, we will focus on supercomputer users. Of primary concern is whether comrneraal

entities in Japan are more advanced in their application of supercomputers to industrial problems than in

the United States,

TO answer this question we will explore the distribution of supercomputers in the U.S. and Japan among

various business sectors, WP will also present case studies of usage in selected areas, Note, however, that

there are many computing applications of interest to industry that are not currently regarded as being

traditional supcrcomputing areas, and as such, will be outside the scope of this paper. These would

inchide transportation systems, inc:~ding air traffic control, computer-aided manufacturing systems,

sensor systems for satellites, seismic data, or pollution distributions, patient monitoring systems and

other advanced medical equipment such as magnetic resonance imaging and surveillance or other “real-

time,” event-driven applications such as transaction processing [3], We mention these so that by

providing this contrast, wc can more completely define what we mean by “supercomputin~” although

we note that it is likely in the future, as computer performance continues to improve, there will be

increasing ambiguity bctwcerr what ISand what is not supercomputing,

There arc several reasons why there might be diffewnccs in U.S, and Japanese supercomputing research.

Japan is the only other country in the world that has a well-established indigenous supercomputer

industry, In our previous report [2], which included a brief history of the supercomputing industry, we

highlightmi several notable dif(orences in the way that sup~rcornputing developed in the two countries,

‘I<wocritical points were: (1) The supwcomputcr business in the U,S, began largely in support of military

and defense programs, whereas in Japan, defense ilpplications arc virtually non-existent; (2) Japanese

supcrclornputer manufacturers had already established themselves as dominant wppliws of mainframe

and other ,computillg equipment in Japan, and so the introduction of supmcomputin R frequently came in

the form of an upgrade to ~xistin~ systems. This, WQ~~osttlli]t~~,might have made supercornputing more



attractive to commercial users. In contrast, the dominant U.S. supercomputer supplier had no pre-

existing customer base. Therefore, supercomputing in the U.S. might have been viewed as a more exotic

technology, one that required a steeper learning curve and possibly longer start-up time until results

could be obtained.

These two factors contributed to what was believed to be a more widespread usage of supercomputing by

industries in Japan than in the United States. One report several yews ago suggested that close to 70

percent of Japanese machines were in the commercial sector, far exceeding the demand from government,

research organizations and universities [4]. In the US., the market composition may have been nearly the

opposite.



2.

2.1

Supercomputing Usage Worldwide by the Numbers

Introduction

We begk our assessment of supercomputer usage worldwide by exa’.ninin~ in terms of a few simple

metrics, the distribution of supercomputers throughout the world. Tne variables in this i;~a!ysi%are the

number of installations, computational power, vendor, type of mamine, and geographical iocaticm. 1 be

goals of the analysis are to identify gross trends in usage, such as increased emphasis in or:e commercial

sector in one country relative to another. However, we stress from the outset that although this kind of

analysis may yield some interesting trends, it provides merely a suggestion of supercomputing activity

and not necessarily a proven, genuine superiority in any one area. There are a variety of reasons for this,

which we now explain.

The primary source of information for this phase of the study is the ‘1-0P500 list [1], which c~:talogues data

for what is believed to be the 500 most powerful computing sites in the world. We have used the TOi-?WO

list published in November, 1993, and have expanded it to include the new installations of which we are

aware, so that the database now comprises a total of 580 sites. The most irnpcrtarit new additions are

froni installations of the new Cray Research Inc. (CRI) massively-paralle! system (the T3D~ and the

installations arising from the recent proc~rements of the Japafie:i< Government during lat(. 1993 and early

1994. The effect of this latter addition will be discussed separately below.

Before proceeding to the resuits it is necessary to outline the soi.lrcm of errcr associated with such an

app:oach, which are many and varied.

The first level of inaccuracy comes from using the T0P500 list, not neceswrily because the data are in

error, but simply because it includes only the 500 most powerful systems. In so doing it eliminates m~ny

low-end supercornputer systems on which useful computations may be clone, such as the CRAY X-MP,

some single-processor CRAY Y-MP systems, the newer CRAY Y-MP / EL model, older Fujitsu and NEC

models, and numerous Convex systems. The omission of these systems may be quite significant.

According to data revealed by Cray Research’s Chief Operating Officer Robert Ewald, CRI’S most

significant growth mcerdly has been in the markets served by its low-end “EL’ systems.

In fact, the TOP500 list possibly has an inherent bias toward non-commercial sites because in the U.S.,

Japan,, and Europe, the most powerful computing systems tend to be at national laboratories and

universitic~. T’hc list we used for our Iesearch is not by any means intended to be a fully-comprehensive

marketing survey of high-performance computing systems. For example, over 1,200 Convex C-2 and C-3

systems have been installed worldwide. However, fewer than 50 Convex systems arc included in our

database, because the majority of the Ccnvex systems have performance below the minimum cutoff for

the TC)P50() list.
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On the other hand, for the purpose of this report there is good reason to focus on the nest powerful of

installed systems. This is because we assume an interest only in the most cmnputationally-intensive

scientific and en~ineering kinds of applications which require the most cornputationally-uapable

machines.

It is traditionally very hard to obtain data about where super:{ mnj>uters are being used. The most

comprehensive daka for Japanese machines comes from lists publkhed b:~ Dr. David Kahaner, of the

Office of Naval Research, Asia, in !%ptember 1990 [2], Fcb~uary !99%[3!, and December, 19W [4]. Some of

Kahaner’s data were obtained frcm a variety of idormai socrces sudr as newspapers. Although the data

were reliable when published, as of this writing we have iittlc irjhmrnation about changes that have

occurred sil~ce then. Becaute many of the machines in the Kahaner report were low-end systems, it is

possible that many sites have upgraded to higher-performance systems since the list was published,

However, only a very liini~ed amount of documented update information is available.

Computer vendors are generally reiuctant to make available lists of their customers. Occasionally, a

customer will prefer that its identity not be publicly known. F’t~therrnore, even with Cray Research, we

have had difficulty in obtaining lists of their “public” customers, both in the U.S. and in Japan. We have at

our disposal a list of sites belonging to the Cray b’ser Group (CUG) Society, which we have a!so used tc

supplement the basic TOP.500 list, ?+oweier, the CUC list may be inaccurate, imprecise, or simply

incomplete because some CRI customer:: choos? not to become CUC members On the other hand, some

vendors have been willing to SUppl~ data, VJCobtained a list of NEC supercomputer sites (however, only

as of December, 1992) from an F!EC employee in Switzerland, and obtained a list of Fujitsu /Siemens

customers valid thraugh FebruarV 1994 from a Sicmens salesperson via electronic mail. (In Europe,

%emens / Nixdorf markets Fujitsu -r,lanufacturcd supercomputers under its own name. For the purpose

of this study we included such machines under the Fujitsu name. )

Other known exclusions from our databa~e mciude many Hitachi S3600 systems, with peak

c{~mputational rate between 0.2 and 2,0 CFi.OI]S, installed during late 1993. It is important to note that

our study thus provides a “snapshot” of supercornputing installations as of mid-1’994. The user base is

constantly changing, and indeed, newer vcrsirms of the TOP500 list have been published. However, for

the purposes of this report, which attempts to discern trends in U.S. and Japanese supercomputin& the

older data are probably sufficient. ‘The conclusions secrion in Chapter 5 contains some general comments

on how supcrcomputing seems to be evolving.

In analyzing trends in the supercomputcr market i]nd user base it is tempting to !ISCas a metric the

number of active installations. For example, in [5], Johnson and C’avallini crmciudcl Ihat the role of the

U.S. Govcrniment Laboratories in supercomputing has {hanged “dramatically” because from 1980 to 1990

their share of itlstalled systems dropped from 64% to 28%. I iowtwcr, because virtually all supcrcomputcr

systems now available are multiprocessors, estimates based only on the number of installed systems can

easily yield misleading results. The diffcrww in peak potential computing power betwmm the lcast-

powcrful single processor vectc]r rnachinc and the most-powerful parallel machirw is about a factor of

n



300. Even among Angie-processor vector sysiems potential peak performawe can vary by about a factor

of ten. In the database of installations we shall use for our s&udy we would estimate that fewer than 20?0

of the machines included are single-processor systems,

Thus, it becomes preferable to also use some actual estimate of an entire system’s computing power as a

metric. Now the probiem becomes how to estimate this power. Although there are significant problems

associated with doing so, we will use the LINPACK benchmark results [6] for our performance data. As

noted by Dongarra [6], the LINPACK benchmark is not intended to reflect the overz:i performance of a

computing system but rather the performance of a system dedicated to solving one particular kind of

computational problem: namely, a dense system of Iincar equations. For the same rndtitude of reasons

that a supercomputer’s theoretical peak performance is never obtained when users run real programs, the

performance measured by LINPACK is rarely, if ever, obtained on real programs [7]. It is at best an

upper bound on realizable performance, somewhat more accurate than the manufactwer-supp]ied peak

ratin~ but it should still be regarded as no more than an indication of computing potential.

The primary advantages of LINPACK are that it is an experimentally-determined performance measure,

as opposed to the paper specifications of a machine and, as noted in [6], it is the only measured

performance metric available for ali of the machines in which we are interested, Therefore, with adquate

caution we will rely on it as a means of correcting the problems associated with counting installations.

The TOP500 list includes a special version of the LINPACK benchmark that measures the best-possible

computing speed on a given machine, by allowing arbitrarily large problem sizes and special

programming tricks, This method is used to enable the largest parallel systems to demonstrate their

capabilities adequately; however, it again leads to greater differences between the benchmark ratings so

obtained and the performance a user might observe on a real program, “rherefore, in mlr opinion, the

method generally leads to potentially greater error between LINPACK performance and “real-world”

performance for the massively-parallel systems in the database than it does for the vector systems.

Partially for this reason, we wil: generally separate vector and parallel systems when attempting to

identify trends in usage.

In summary, counting both the number of supercomputcr installations and some measure of

supercomputer power are important in characterizing supcrcomputing usage worldwicic, The former

gives a rough idea of the supercomputer user base and the availability of supercomputers to different

kinds of users. The iattw gives a rough idea of how much work can be done at a given site or within a

given business sector, To some extent it also suggests how much rPoney aII institution is willing to spend

on a system.



2.2 Installations of Supercomputers worldwide

In the database of 580 supercomputers the US, has about twice as many installations as Japan (Figure 1).

The U.S. advantage is due mostly to a much larger number of parallel computing systems. In Japan there

are fewer than three dozen parallel systems installed, compared with well over 100 in the United States.

The U.S. and Japan have about the same number of vector supercorrlputers.

Based on LINPACK, supercomputing power in the U.S. is about 60% greater than that of Japan (Figure 2)

Again, most of this advantage is from the larger number of parallel machines; the US. has about two

times as much parallel computing power as Japan. In terms of vector supercomputing power, the U.S.

has only about a 25% advantage over Japan. Although we will repeat this message several times during

this report, it is important to distinguish between these two kinds of supercomputing power, because we

feel that the majority of producti~,l computing worldwide is currently carried out on vector

supercomputers, whereas most parallel systems are still in research computing environments.

“Production” computing means using computer programs that have been “debugged” and scientifically

validated and that do not change much on a routine basis, for the purpose of answering a specific sdence

or ex,gineering question, Research computing means development and testing of new techniques largely

for the purpose of expanding knowledge about those .echniques.

In our FY93 report [8], we stated that “the total high-performance computing power instulled in Europe is

estimated to be comparable to that of Japan.” We know now from our current compilation of data that

this was not strictly true during 1993 and it is even further from the truth today. Although in 1993

Europe and Japan had about the same number of vector supercomputer installations, vector computing

power in Japan was about twice that of Europe. Today there is much more parallel computing power in

Japan than there was when wc wrote our earlier report, so that Japan now has over three times as much

comphting power (LINPACK) than Europe, Japan still leads Europe by a factor of two in vector

computing power and it leads by more than a factor of three in parallel computing power, This latter fact

is in spite of the number of parallel systems bung greater in Europe (45 vs. 31).

T~le countrlcs it~the “Other” catc~~~ry include Australia (11 installations), Brazil (2), Canada (3), Mexico

(2), Saudi Arabia (2), Singapore (1), South Korea (4), Taiwan (2), and Peoples Rqublic of China (1). Of

the 28 installations in this category, there arc 13 universities, 5 wcathw prediction facilities, 4 non-defense

government installations, 2 sites related to the petroleum industry, onc site in the electronics business and

one site in the autctmobilc budrwm, Onc site (in South Korea) is bc!icvrd tG be for defense related work,

hcidcntnlly, the NE.C SX-3 systcm irwtallcd in SIngaporc is actually a “prc-mvncd” system, used between

November, 1990 and February 1994 at the Regional Computing (lmter of the University of Cologne [9],

Th~ university dccidwi to replace the SX-3 / 11 system with a workstatioll-tmwcl computing system and

not to rctww the Iraw for the supcrcomputor.
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2.2.1 Effect of Japan’c Nnrnerical Wind Tunnel Supercomputer

In the introduction to this chapter we cautioned that large parallel systems could have an unreasonably

large bias on the computing pcwer estimates. This is particularly true in Japan, because of the installation

of a singl~, very powerful supercomputer called the Numerical Wind Tunnel (NWT). The NWT is

installed at a Japanese Government institution called the National Aerospace Laboratory (NAL), which is

somewhat analogous to NASA in the United States but on a much smaller scale. The NWT was built by

Fujitsu, Ltd. in collaboration with NAL, although Fujitsu now markets similar versions of the machine on

ita own under a different product name [10]. There are 140 processors in the NWT and in early tests it

achieved a LINPACK speed of 124 GFLOPS, which is the most powerful rating in our database by about a

factor of two over the next highest entry, More recent tests of the NWT show that its LINPACK speed has

improved to about 170 GFLOPS, The NWT accounts for 20!%of the total supercomputing power in Japan

and nearly 4070 of the total Japanese parallel computing power,

There are reports [11] that suggest that the NWT is providing Japi-mesc resmtrchers with a resource

unmatched in the world and that useful research is being accomplished that cannot be carried out

anywhere else, We believe that if it is reasonable to make general statements rq+arding overall

computing power on a national basis, as we are doing in this section, then the NWT must be included in

the list of Japanese machines, although with the caveat that a si~nificant fraction of Japan’s total

computing capability comes from a single machine.
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2.3 Supercomputing UsaBe by Vendor

Certainly the most basic characteristic of a supercomputer beyond its classification as either vector or

parallel is its manufacturer. In last year’s report [8] we described some of the many differences in design

between U.S. and Japanese supercomputers, both vector and parallel,

Figures 3 and 4 show the worldwide distribution of supercomputer installations and LINPACK

supercomputer power by vendor. The “CN.her” category here includes systems by KSR, Convex, Meiko,

Parsytec, MasPar, IBM, and NCube, Worldwide installations by American vendors (about 78%) far

outnumber those from Japanese vendors, and only seven installations with European-manufactured

systems are included in the database, Cray Research, with 247 installations, is still the dominant

worldwide supplier; but its percentage of total installations has been reduced recently, and the data allow

some estimate of the source of this reduction. Installations due to other American suppliers, mostly

parallel systems from Intel Corporation and Thinking Machines Corporation (’I’MC), total 200 systems,

34?4 of the total, In comparison, installations due to Japanese suppliers combine to 127 systems, 22% of

the total. Thus, one can argue that at least until now, greater competition to Cray’s market share has

come from its own domestic competitors than from overseas competition.

Vector machines are still the dominant type of computational tool, with 363 installations, compared with

218 installations of parallel sy%tems, Figures 5 and 6 show the worldwide distribution of vector

supercomputcrs and their corresponding LINPACK power, Cray Research’s dominant share of the wctor

computinx mwkct has been rcduccd relative to previous years, and this has come about iargely from the

Japitnww cc)mpctitors. However, we note two points in this regard, First, there is little reason to believe

that Cray’s share of vector systems will erode significantly below the two-thirds Icvcl it is now, as wc

suggcstmi in last year’s report. !+cond, al(hou~h (Xl’s sharu probably will not dccrcase, perhaps the

more important question is what will happen to the absolute size of thu vector market. This matter is

cowwd in more detail in a later chapter of this report, but generally speaking, there is a good probability

that it will cxpcricncc significant reduction.

The mnrkct for purallel syNtcms is shown in Figures 7 tind 8 This arm is significantly more dynarrdc than

the vector realm, with numerous companim entering w WCIIas departing. Two important newcomers

ilN L’r~y [{rwarch and Fujitsu, both of which hi!VC wwcrol of thclr first -gcncrttti~)n parallel systems

includwi in IIW‘K’W500 dtitnhmw. thwtuw it is ~till mrly in t}w Iifr-cycle of thww products, it Is difficult to

prrdlct how market ,hrtru will ~’hnn~c. In ternw of Aorc of ln~tnlluf systwnw, it., data rcprc~en!cd In

l:i~urr 7, tlwrr is rwtwm to lwlimw thnt l:ujit~u will Iw tlw morv succwwful of th(’ two ‘l”his is because

l:ujltwl’~ Ililrillh’1syst(’11}(’iltl h’ sold in ~mall, (rvl~tivrly) inl’xplwslw’ l’t)tlfi~~lrfltiolls, lhll~ Iwding to morr
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installations. The question of what one can do with these smaller configurations is, of course, a matter

that the installations-only data do rot comment upon. Besides Cray and Fujitsu, the most important

growth in the parallel marke! will come from IBM. Other Japanese vendors are expected !? enter with

parallel products soon, but we feel that it is unlikely that these vendors will capture significant market

share, at least in the near term,

Comparing Figures 7 and 8, which show installations and LINPACK power of the world’s parallel

systems, gives the most dramatic example so far of how parallel machines can alter the balance of

computational power and why it is therefore misleading to draw conclusions bas~d only on the number

of installations. Specifically, Fujitsu accounts for only 4% of worldwide irwstallations of parallel systems

with 9 sites, but because of the high potential computing rate of Fujitsu’s VPP500 system and the NWT,

Fujitsu’s share of worldwide parallel computing power is much higher, at about 23%. The computing

power of the Intel systems and those in the “other” category occupy a proportionately sma!icr share of

the total relative to their number of inskllations,

Figure 9 shows the distribution of supercomputer installations in Japan, The data in this figure show a

very different result from the last such compilations of which we are aware, In 1991 and 1992, Furutsuki

[12] and Kahaner [4], respectively, presented data on supercomputer installations in Japan obtained from

the Japanese journal Nikkei Computer, As of the end of 1991, according to those reports, out of a total of

125 supercomputers in {span, Fujitsu’s share was about 50% of the installations, Hitachi w~s second with

about 1970, and Cray and NEC followed with about 167o and 13%, respectively,

The most significant change relative to 1991, then, is that Fujitsu’s share is now about 25%, about one-half

of what it was in the previous study. However, a direct comparison bctwccn the Nikkri Computer data

and the present data is somewhat misleading. The first reason for this is that the older survey included a

great many machines, especially by Fujitsu, ihat are not inc]udcd in the current s!udy because they are

old and are generally below the minimum pcrforrnancc level for our database, Such machines include

many versions of Fujitsu’s first-generation supcrcomputer, :he VP-100, ” These machines may still be in

usc in Japan (it is not known tor certain), but their performance is on a par with today’s RISC

worlwtations, which arc omitted for practical purposes, It is known that scvmal Sienwns versions of these

machines (SW above) arc included in the databmc, but for thww wc obtained definite confirmation of

their use by Sienwns personnel [13],
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Fecause of the ofission of lower-end systems in the current study, there is an equal distribution of vector

supercomputer installations in Japan among the four vendors (Cray, Fujitsu, Hitachi, and NEC, although

note that as mentioned above, our database may under-count Hitachi systems somewhat), Again, this is

significantly different from the previous study, in which Fujitsu had a significant lead over Hitachi, NEC,

and Cray Research. However, while the installations are equally distributed among the vendors, the

vector supercomputing power in Japan is distinctly unbalanced, with NEC claiming nearly one-half of the

total. We can see two reasons for this. NEC’S advantage over its Japanese competitors is that it is the

Japanese manufacturer that has been offering multiprocessor vector supercomputers for the longest time.

Fujitsu’s vector machines are all single-processor and Hitachi just very recently started selling

multiprocessor machines (there are only three in our database). NEC’S advantage over Cray Research is

that NECS individual processors are over five times faster than individual processors of Cray’s machines

(based on LINPACK). Also, the majority of Cray Research vector machines in Japan are not fully-

configu. ed systems; all but two have fewer than the maximum number of processors per system.

Interestingly, in our database there happen to be exactly the same number of NEC and Cray Research

vector supercomputers in Japan (26), However, the average computinfi power of an NEC vector

supercomputer system in Japan is about 5 GFLOPS while the average for a Clay system is about 1.3

GFLOPS.

In terms of combined (vector plus parallel) supercomputing power in Japan (Figure 10), Fujitsu is by far

the leader, and its 25% of Japan’s installations account for more than 50% of Japan’s supercomputing

power. Figures 11 and 12 show parallel installations and parallel computing power in Japan,

respectively. The latter especially shows that Fujitsu’s overall lead comes almost entirely from its

ovcrwh~lming lead in parallel supercomputing power. Nearly 80% of the parallel computing power in

Japan is provided by Fujitsu, one-half of the total power being from the NWT.

For comparison purposes, we show in Figures 13 and 14, installations of supcrco,nputers and

supercomputing power in Europe. Gay Research hac the dominant share of both, with 59 out of a total

of 133 systems,
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2.4 Supercmnputing Usage by Business Sector

2.4.1 Categorizing Supercomputer Users

The question of where supercomputers are used is the primary focus of this report, To help answer this

question we categorized each site in our database according to our estimate of the field of application, Of

course, assignment to one category or another contains a certain level of arbitrariness and we will be

careful to point out instances in which the categorization is imprecise for one reason or another.

To a first approximation, three categories of usage are important: government, university, and industry.

Each will be explained in detail below, and it is important not to base final conclusions on this simple

classification. Figure 15 compares the distribution of supercomputer installations in the United States,

Japan, and Europe according to these three basic categories, and Figure 16 shows the comparison based

on supercomputing power according to LINPACK, The data so far may be summarized as follows:

● The IJ.S. has many more supercomputers in use in government than Japan does, but the US, and

Japan have about the same number of supercomputers installed in industry. U.S. industries have

about 6XZ0more supercomputing power than do Japanese industries. However, the key point is that

the composition of both the government and industry sectors is very different in the U,S, and )apam as

will be discussed below.

● !n the U,S, here are about the same number of industrial and government installations, However,

supercomputer power within the government stdof is twice that of the imfustrid .scctor,

● In Japan this same situation holds, but it is even more exaggerated, There arc even more

supercomputers in industry than in govcmmcnt, but supercomputq power within the government

sector is still twice that of the industrial sector,
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2.4,2 Supercomputing Usage by Sector in the United States

Although these results are important, even more revealing differences between tie US. and Japan are

obtained by separating the three simple categories into additional sectors. First, we will discuss US.

supercomputing usage, sector-by-sector, and then compare with Japan in a later section. Figure 17 shows

a detailed view of the distribution of supercomputer installations in the United States from the 580-

supercomputer database and Figure 18 shows the distribution of computing power according to

LINPACK. Figures 19 and 20 show the sector distribution of vector supewomputer installations and

vector supercomputing power in the U.S., and Figures 21 and 22 depict the corresponding sector

distribution for parallel supercomputers.

2.4,2.1 U.S. Government Usage

In the U.S., it is particularly important to distinguish between defense related and non-defense related

government computing although this distinction is not easily made in some cases. For example, the Los

Alamos National Laboratory (LANL) is assigned the “Government Defense” Catqwry because his ifJhe

main mission of the Laboratory; however, a significant amount of non-dcfcnsc related high-perforrmmce

computing is also carried out at LANL, The same is true for Lawrcncc Livcrmore National Laboratory;

although in contrast, the Argonne and Oak Ridge Laboratories arc assigned to the Government Non-

Dcfcnsc category, Two other wparately-ctcfincd government catcgoriw arc aerospace, which in the US.

consists oi 17 supercomputcrs at seven different NASA sitw+,and wcatlwr prediction, w!~ich is carried out

at both military and civilian institutions.

When combirwd, these four govcrnrncnt mtcgorics ,~ccount for nbout one-third of supcrcomputer

installations in the United States, Wlwn viewed according to computing powm from LINI’ACK, their

shnrc is even Inrgcr, accounting for fully one-half of the poww. The ~ovcrnnwnt sector has 40~n of all

Vector supcrcolnput(~rs in~tnl]c~ in the U,S,, i]n~ ~~~, of the IIV~Ilab]C v@or stlpcrcomputing powm,

Govwnnwnt sitm do not have the Iargtvit share rf ~mrall~*lsupwcomputw instdlotions, nlthough they arc

a dow wconci; and they do Imvc the lion’s Anrc of pnrnlld ~uptmxmpukr power.
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Government non-defense high-performance computer sites in the US. are listed in Table 2.1. Whereas

users within the defense sector overwhelmingly prefer vector supercomputers, users within the

“government non-defer.se” sector seem to prefer parallel rather than vector machines. Of the 18

machines in the government non-defense list, only 6 are vector machines, three oi which are at one site,

the National Energy Research Supercomputer Center (NERSC) located in Livermore, California, To a

certain extent, this preference for parallel machines represents a new contingent of high-perforrnance

computing researchers within the U.S. government. Traditionally, such research was carried out largely

at Los Alamos and Livermore, but now Argonne arid Oak Ridge National Laboratories are carving out

research niches for themselves by investigating the newer parallel machines. These latter two

laboratories together have five of the parallel machines in the list, However, the list aiso suggests a group

of both traditional research and non-research institutions that are willing to experiment with newer

parallel technologies. The usage of the massively-parallel Connection Machine at the FBI, which is

believed to be used as a database engine, is a case in point,

2.4.2.2 U.S. University Usage

After the combined government usage, the second largest category in the US, is university

supercomputing, which constitutes almost one-third of the total installations (76 machines at 44 different

sites) and slightly less than one-third of the total power. Most of the parallel supcrcomputing systems in

the United States are installed at universities (Figu[e 22), However, it is important to note two points

about the U.S. university sector, First, computing ~trcngth at American universities was significantly

Table 2,1: Government Non-Defense Supercomputing Sites in the United States
Site Vendor Model Type L!NPACK Rating. .

(GFLOPS) -
Argonne National Laboratory IBM SP-1 P 3.9
FBI
FermiLab Ni~tionnl Laboratory
Jut Propulsion Li]boratory

National Cancer ln~titutc

CM-5
iI’SC

CM-5
Y-MIJ/l

T313
CRAY-2

(.’I{AY-2
(:90

Y-MI’
M1’221()

il%L’
Y-MI’2
il’S(’

l’arn~(m
K!+{1/04
I)arngon

P
1’
1’
v
P
v

v
v
v
1’
1’
v
1’
1’
1’
1’

15.1
().6
1,9
()!3

1[),6
1,4

22
137
211
1.()
Z,(,

(),()
2,(3
2,,()
1,8
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augmented during 1994 with the installation of five CRAY T3D systems. The T3D is a massively-parallel

system from Cray Research with a high peak potential computing rate. The five T3Ds account for about

20% of all university sector computing power, Second, some of the sites in the database categorized as

“University” are also major national centers of computation with a significant amount of accumulated

computing power beyond that which the university uses or pays for. The most important example of this

is the Minnesota Supercomputer Center Incorporated (MSCI), at the University of Minnesota, which

owns seven machines in the database, also amounting to about 209%of the US.’S university computing

strength. Other important examples of these centers are two National Science Foundation (NSF)-

sponsored institutes: Pittsburgh Supercomputing Center, which is jointly run by the Univemity of

Pittsburgh, Carnegie Mellon University, and Westinghouse Electric Company, and tl}e National Center

for Supercomputing Applications at the University of Illinois. Five NSF centers and MSCI together

account for one-third of the university computing sector and, incredibly, 56% of the university sector

computing power,

2.4,2.3 Commercial Supercomputing Usage in the U.S.

2.4,2,3.1 In-House Usage in the U.S.

The “In-House” category refers to supercomputers installed within the company that manufacturers

them. Such machines are used for customer demonstrations, software development both by the

manufacture and by outside software vendors, advanced R&D related to new products and more

recently, for selling timesharing services. There is also some basic scientific research that goes on within

thcw companies, both in the US, and in Japan, There has arisen a tradition, probably born from IBM, in

which a supercomputer compmy hires world-renowned wientlsts to demonstrate the power of itb

machine in solving problems in the scientists’ field of research. In so doing the company hopes that some

kind of critical scientific breakthrough will be accomplished using their machine, thus producing an

important source of publicity

In the US., most important tiupcrcomputcr vwdors, including Intel, Gay Kcscarch, KSR, and Thinking

Machines, as well as Fujitsu Amurim, Inct, have significant in-house supcrcompuiing capabilities. (Cray

(.hmputw Corporation of Colorndo Springs Ccdumdo, does not huvc an entry in out database, althcugh

thy mny have wvcrnl Hystcms, ) In fact, th(’ m-houm sector iN thu largest user of supwcomputers in the

U,S,, ilft~r the ~ovcrnment iind universitiw, Cmy l{owuwch, Inc, uses an wtounding!y large number of its

supercornputerri in-houw, our databaw has 15 Crny sy~tums of vnrious types installed within the

company. (’l”heexact confi~urution tmd t{vaihlblc poww of “in-houw” supwwrnputers is subject to error

lWMUWthe ~yrk ,Wore oftwl rccutlflgurcd to nwut pnrticuhw cuwtomw dcnmnds.)
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purposes of thi. report, we suggest that it is probably more important how many supercomputers are

being purchased by non-vendor companies with the aim of enhancing the competitiveness of the goods

or services that they sell. The supercomputer industry, with about $2 billion in amual sales [14], is much

smaller than that of all the other commercial sectors that use these machines, and so the extent to which a

supercomputer vendor uses machines to increase its profitability is probably less significant than the

others.

Snpercomputing in Other U.S. Industries

Not including in-house machines, supercomputer resources associated with U.S. industries (67 machines)

amount to only about 25% of the total installations in the U.S. and only about 15% of the total installed

power. The application fields of these U.S. commercial users (including the in-house users) are listed in

Table 2.2.

The petroleum industry is the largest non-vendor commercial user in the US., with a total of about 20

supercomputers in use providing about 58 GFLOPS total performance. This is nearly twice the

computing power installed within the commercial aerospace or automobile industries. However, about

one-third of the petroleum industry’s available supercomputing power is installed at one company

(Exxon), in the form of a 256-processor massively-parallel T3D system from Cray Research. Exxon was

one of the first institutions of any kind to install the new Cray parallel system, and the company believes

that by using the system for a few months or a year before any of its competitors it can gain a significant

advantage over them. SO far, tmly one other petroleum company, Phillips, has followed Exxon by

Table 2..2: Commercial Supercomputing in the United Skates.
- Number of Machines

Application Vector Parallel
Combined LINPACK

Rating (GFLOPS)

Acrospacc 12 6 21,3

Automobile 8 0 29.7

Biotechnology o 1 2.6

Chemical / I’harmaccuticai t} () 7.()

Ncctronics / Tclccommunicatirmw 3 4 ().(1

Financial 1 3 14.1

In-1 Iouw 15 u MS

Manufacturing O 1 1!4

p~tr~l~um II 9 .snfi

Scrvicc 1 1 10.9

md 57 ?3 233.1
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ordering a T3D. However, the petroleum industry has been relatively eager to embrace parallel

computing in general; nine of the 20 petroleum industry machines in our database are parallel systems,

although none come close to the Exxon T3D in terms of potential performance.

The supercamputer computational workload at petroleum companies consists largely of two elements.

The first is seismic processing which is used for exploration, and the other is reservoir simulation which

is used to increase the productivity of known oil fields. The large T3D system at Exxon is used primarily

for seismic processing and so is the Thinking Machines CM-5 at Mobil. (Interestingly, Mobil used a

general-purpose mainframe system for this work until the CM-5 became available about three years ago.j

In contrast, reservoir simulation with massively-parallel systems is viewed as a research activity, at least

at Mobil.

Seismic computing presents a number of interesting challenges not found in many other supercomputing

domains. On one hand, it is highly input/output-dependent - one computer simulation may require

hundreds, if not thousands, of computer tapes to be read. The requirement for enormous tape-processing

capability plus a virtually insatiable need for more raw computational power to handle all the data

suggests that petroleum companies will always be among the most important and consistent

supercomputer customers, and indeed, a major part of the driving force toward massively-parallel

computing. On the other hand, seismic processing is also by nature a distributed computing discipline.

Much of the processing needs to be done at the potential oil fields themselves, rather than at a centralized

research laboratory, Sometimes this even means having a computer onboard a ship or on a truck. For

this reason, smaller and easier-to-install (air-cooled) systems such as those made by Convex have become

popular,

The petroleum industry is effectively the largest user of Japanese-manufactured supercomputers in the

United States, The US. arm of the expiration company GECO-PRAKLA, part of the Schlumberger

Oilfield Serwces Group, uses a Fujitsu VPX220 single-processor vector machine in its Houston-based

computing center for seismic analysis. Interestingly, in spite of press amouncements to the contrary [15],

wc believe that this machine has been purchased in part because it has available an IBM-like operating

system which PRAKLA requires to maintain compatibility with other branches of the company

worldwide. Supercomputers manufactured by Japanese companies are the only ones with this

characteristic, Two other Japanese supcrcomputers in the US, usml prcdotninantl y for petroleum-related

scienw are the Fuji .SUVPX system at TimeSlicc “1’cchnology, Inc. (see Service sector blow) and the NE~

sx 3/22 at the llouston Advanced Research (’consortium (HARC) [161. HAI<C is a non-profit Joint

venture among smwral organizations, mostly ui~iversitim in ‘rcxas and Louisiana.

The finilnci[t[ sector is onc of the most intcrl’ttirlg and fiwtcst growing users of high-performance

c(}mputing In the past, business computl:lg {md scientific com:~!lting have been seen as two completely

s~parilte computer markets with mm-overlapping rc~!uircmvmts and goals, Although true coalescence of

the two domains is still a long way off, today we are Iuginning to SCQrcco~nition thnt nmssivcly-parallel

proccwmr (MM’) supercomputws dwdgrwd originally for scientific computing may bc nn ncceptablu
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alternative to commercial mainframe data center computers [17]. l%rt of this “recognition” comes from

MPP supercomputer vendors realizing that their very survival may depend on their ability to sell

machines in the commercial sector, given (a) the larger market for “business” computers, and (b) the

decreasing market for large machines in the scientific market.

One estimate puts the potential for supercomputing in the financial services industry at about five times

that of the automotive industry [18]. Analysts have also noted that beyond the number of potential

customers, the problems requiring computational assistance in the financial industry will have a much

larger overall impact on the economy than the design simulations performed in manufacturing

industies; and they have the potential for much larger payoffs relative to the price of the supercomputer

[19]. In the use of a high-performance computing machine to get results more quickly than tie

competition, the goals of financial services are the same as most other supercomputer users. Here the

result might be a forecast of adjustable mortgage rates rather than, say, a car fender.

There are two basic kinds applications within the financial sector. The first involves attempting to apply

sophisticated mathematical models to predict the behavior of securities and futures investments [18, 19].

Japanese firms were early subscribers to this idea (see below) but recently American institutions such as

Mertill Lynch, New York’s Citibank, and the Federal Home Loan Mortgaet Corp, (Freddie Mac)

purchased small Cray systems for financial modeling. Several large banks are using scientific

workstations for similar tasks, and Prudential securities’ Financial Strategies Group is using a massively-

parailel system (described separately below). However, not all of this kind O( modeling needs to be done

using traditional “number-crunching” techniques on supercomputers. In:tead, new, more esoteric

solutions, such as neural computing are being investigated, and have met with some success [20].

The second application for high-performance computers in the financial sector is onc that has arisen very

recently, and involves such areas as fraud detection and “database mining” (using databases of customer

information to discern trends that will increase profitability) [21], Strictly speaking, these do not fit

within the traditional definition of supcrccn-nputing given in Chapter 1, bccauw they do not require

highly-accurate numerical results, nor do they necessarily involve large amounts of computing for aach

datum, an important characteristic of conventional scientific computing. However, enormous quantities

of data me invoivcd, and this is why massive parallelism is seen as playing an important role,

Scvcra: U.S. companies with interests in the financial services sector have been quick to see the advantage

of parallel machines in their work, Prudential Sccuritirs’ Financial Strategies Group was tl\c first, using

an lntcl system starting in 1989 as a high-performance addition to DEC VAX equipment. Now American

Express and Dow Jones News 14ctricval Scrvicc also usc parallel systems, although more for data

management than for nwicling, The rcccnt dcmiw of the MM’ vendor Kendall Square Kc~carch (KSR)

may have a negative impact on the dcvclopmcnt of financial irnd / or lnr~e-scale dats-nmna~cmcnt

applications WI massively parallel systems KSI{ had formmi allianm with wvcral companies, including

Ulcdronic ~dA Systems Inc. (MM), AM1{ L.’orp, (the parent company of Anmricnn Airlimw) md others, to
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enhance data processing capabilities using KSRS MPP computer [17]. The status of these aUiances is not

known at this time.

A case study of MPP usage at Prudential Bathe has been published [22]. The key to Prudential’s early

success in parallel computing was that their Intel parallel system was incorporated into an existing

mainframe network, thereby providing improved performance with no change in the user interface. It is

interesting that even though Prudential’s Intel parallel system was certainly low-performance by today’s

standards, Prudential was still able to accomplish its goals using the system. A financial model that had

previously run in ten minutes could be run in seconds, allowing a broker to run it while on the telephone

with a customer. Recently Prudential upgraded their MPP to Intel’s latest system, called the “Intel

Paragon,” Early in its history, the Paragon was believed to have suffe~ed from poor hardware and

software reliability [23], and since system stability is one of the foremost requirements for financial

computin& it will be interesting to see if Prudential continues to be satisfied with the Intel MPP,

We wonder why more financial firms do r-.~tuse supercomputers, The reason maybe that much of the

difficulty in financial forecasting lies in the development of the computer model (i.e, deciding what

factors are to be included and how to actually do the prediction), rather than a lack of computer

“horsepower.” Perhaps, though, there is a useful analogy with weather prediction, which although also

subject to numerous inherent uncertainties in model development and parameter selection, has been a

staunch supporter of supercomputing all along. The difference, of course, is that weather modelh-tg is

generally supported by government (e,g, NCAR, NOAA, Navy POPS, etc,), whereas financial computing

is largely in the private sector,

Finally, we note that financial services computing is onc of the kcy areas in which collaboration between

US, companies, federal agencies, and DOE National Laboratories is taking pltice, At Los Alamos, topics

involving neural networks, fraud detection, and database manipulation arc beinti jointly Investigated

with entities such as Citibank and the U,S, Department of the Treasury, even though neither of these

customers current!y uscs supcrcomputcrs in their work,

Supercomputers play a critical role in automobile industry I{&D, Rcccntly ~upcrcomputera have been

seen as a primary menns of improving product quality to cllallcngc Japoncsc competition [24], Within

automobile companies, supcrcornputers arc u~cr.i to guide, to focus, nnd to reduce laboratory

cxpwimentation, thereby reducing design time, (he automobile engintwr has nohxi the importance of

the supercomputcr in allowing previously.untenable tl}r[~(~-dilt~unsi~}l~almodl~l dmulmtions to be done

[25].
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automobile manufacturers to use parallel processing it will install a Cray Research T3D systc,n sometime

soon, Ford also plans to use parallel processing, and will install a system that consists of both Convex

and Hewlett-Packard components. More discussion of supercomputing usage within t!~e automobile

sector will be presented in the next chapter.

Of the chemical/pharmaceutical companies using supercomputers, one, DuPont, is an integrated

chemical maker and the other five are pharmaceutical companies. The usage of supercomputing at

DuPont is well-documented [26-29], and consists of (a) process optimization for chemical plants and (b)

computational chemistry to support research, in roughly equal amounts. DuPont is unique among all

commercial high-performance computing users in that it has estimated rather precisely the actual dollar

value returned by its supercomputing efforts, Their estimate is that increases in product yields and

decreases in manL,acturing costs obtained through simulation now save the company about $250 million

per year.

DuPont’s computational needs would optimally cover a wide range of computing platforms, of which

large, expensive, vector supercomputers are only one. For example, a significant portion of

computational chemistry simulations do not vectorize and thus may not be optimally suited for vector

machines. However, DuPont stresses the need to do some of the process simulations in near real time, so

that optimizations can be made at the plant as new situations (such as purity level of an ingredient) arise;

for this kind of work, the rapid response time of a vector machine is critical. Additionally, DuPont would

like to move into the massively-parallel arena, but feels that the software technology for such is not

currently mature enough. The sr.)ftwarc used for process simulations on its Cray Research supercomputer

was purchased from third-party vendors [27], and is not yet available for machines such as the T3D.

The five U.S. pharmaceutical companies in our database are among the largest in the United States,

Merck, Bristol-Myers-Squibb, Eli Lilly Marion Merrill Dow, and Pfizer all usc supcrcomputers for

quantum chenlistry and molecular modeling of potential pharmaceutical agents [30], Process modeling is

also important at ph(wmaccutical companies. Eli Lilly uws an older Cray Rcvwarch CRAY-2 systcm and

will may upgrade to a new machine, quite possibly mnssivcly pnndlcl, durin% 1994,



The service sector includes companies that sell supercomputer cycles and/or offer value-added services

such as applications, research, or consulting, It is becoming more difficult to identify precisely which

companies belong in this sector because recently, companies with primary business interests in other

areas have begun selling cycles or offering services on machines that they originally purchased for their

own computing needs. This is happening because of two primary reasons. As an example of the first,

consider that Cray Research recently purchased MSCI, the company that runs supercomputers for the

University of Minnesota. We suppose that it makes sense for a supercomputer vendor like CRI to enter

the services business, Many computer vendors are finding it difficult to survive through hardware sales

alone, and supercomputers vendors are particularly vulnerable, Second, cutbacks in various business

sectors have resulted in a surplus of supercomputing capacity, Consider that Lockheed Information

Technology Corporation, which is the supercomputer dat~ services arm of tbe Lockheed group of

companies, recently began offering user services to outside customers in order to reduce supercomputing

costs to Lockheed and to make use of unused cycles on their two Cray Y-MP supercomputers, However,

surplus supercomputing capacity has also caused two early computer service firms, Boeing Computer

%rvices and Gmman Computer Services to stop selling time on their machines,

Thus, although many companies with supercomputers could be classified as being in the service sector,

we include just two in our database, TimeSlice Technology, Inc. of Houston, Texas and Booz, All- &

Hamilton, located in McLean, Virginia. TimeSlice leases a Fujitsu VPX260 for its value-added

supercomputer out-sourcing business, in which applications, research, and consulting services are offered

to companies in a variety of business sectors [34], The VPX260, one of three Fujitsu systems installed in

the US,, is only a einglc-processor vector supercomputer but it is the most powerful single-processor

system installed in the United Stateri. Booz, Ailen & iiamilton is one of the nation’s largest consulting

companies, They use a small version of the Connection Machine CM-5 to run neural net programs

related to a vmkty of both military and commercial applications, few of which arc traditional numerical

scientific sirnulationti, Apparently, Booz, Allen & Iiamilton management purchased the CM*5

anticipating future use for it, after determining that massivcl~-parallel computing wa~ an impor:ant

advonccd technology in which the company should be involved,

2,4,3 Supwcomputlng UUage by Sector In Japan
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according to number of installations and according to power is considerably more distorted than i,t the

United States. In particular, there is an enormously unequal distribution of parallel supercomputing

power in Japan, with the two government categories, non-defense and aerospace, accounting for fully

one-half of all parallel installations and 80% of parallel computing power.
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2.4.3.1 Japanese Government Usage

In Japan, the largest sector in terms of both number of installations and power is the government non-

defense sector. It accounts for about 21% of al] installations and about one-third of installed power in

Japan.

Non-defense gove~ent research ]Sbs in Japan have almost three times as ~t~uchsupercomputing power

as non-defense government labs in the United States, It is true that large parallel systems such as the

Fujitsu VPP500 and Cray Research T3D can, perhaps, artificially inflate this ratio, and there are four of

these machines in the Japanese government laboratories, However, the Japanese government labs also

maintain a four-fold vector supercomputing power advantage over the American government non-

defense laboratories,

The areas of research in ti\e Japanese government non-defense category encompass a wide range of

interests, as shown in Table 2.3. The main difference between these and the non-defense U.S. government

laboratories is that (1) there are more of them in Japan, and (2) there arc no multi-disciplinary laboratories

analogous to Argonne National Laboratory o! C)ak Ridge National Laboratory in Japan; all government

labs have a more restricted scientific charter, Many of the Japanese laboratories have no direct US,

Government counterpart but some of the work done in them is similar to that done at U.S. companies or

universities,

The Japancce government non.defense Iaboratoriw have taken the lead in Jnpan in using parallel

processing. Onc important example is the Advanced 7’clccut~~Inunicati{Jns I@rcarch Institute (ATR),

which is experimenting with mvcral kinds of parallel machinw+, all from Anwriccrn vendors, [n the past,

Japanese rcswrrch In high-purkrrmancc computing has chitractcristimlly placed mow emphasis on non-

numcrical computation than much of the research in the United ~ti~t~s, Although parallel processing

resr!arch in Iaprtn is still at rr relatively early stage, some of it is alrcddy oriented towards non-numerical

computing. For example, much of the research at A“~l{c~)nsists of st{ldics in (“ognitivc r~vwarch, ~pcoch

processing and computer vision [35], Also, the I{cal World Cl)n~puting l’n~grilm will usc a CM-5, an Intel

I’aragon, and a machine it will develop on its nwn, ftw dcvc’loprnr-mt of infr,rrnmtiorr processing

technologies thatare intwdud to mimic the way humirn% procw+s (iata,



Table 2.3 Government Non-Defense Supercomputing Sites in Japan

LINPACK
Rating

Site Vendor Model Type (MFLOPS)
Advanced Telecommunications Research Intel iPSC./fM0/6 P 04
Institute

Agency of Industrial scimce and
Technology
AIST Research Information Processing
System
Angstrom Tech, Partnership

Communications Res. Lab.
Disaster Prevention Res, Inst.
inst. For Computational Fluid l’3~ri.~ttiC9
Imt, for Physical and Chen\ictil fltw,
(RiKEN)
institute for Fluid Science
Institute for Molecular Science

Japan Atomic Energy Research i.wtttutc

Nat’1 Cancer Rcs, Center, In!;t,

Nat’1 [nst, for Environmental Scien .x
Nat’1 Inst. for Fusion Science
Natfl Lab. for High-Encr~y Physics
Nat’] Research Inst. for Metals
Nnt’1 Space Obsmvatory
National Astronomical Lab,
National Fusion Research Lab,
Power Reactor and Nuckmr Fuel
Dt!vclopmcnt Corp,

Real World Computing Progrtlm

KSR
TMC
TMc
TMc

Cray

Fu]itsu
TMc
Fujitsu
Cray
TMc
Fujitsu

Cray
Hitachi
NEC
Fujitsu
Fujitsu
NEC
P4asPar
MasPar
NEC
NEC
Hitachi
}iitachi
Fujitsu
Fujitsu
Fujitsu
Cray
Fujitsu
Fujitsu
MCI
TMc

KSR1-96
CM-2
CM-5
CM-5

c90/16

VPP500 /30
CM5E/ 128
vPP500/ 10
Y-MP2
CM-2
~p~oo / 28

Y-MP
S820
SX-3 / 34r
vP2boo
VP2600
SX-3 /41 R
2216/16k
2216/16k
sx-3/14
SX-3 / 24ii
S820
S3800/ 3
VP200
vP200
VP2(NI
‘r3D/ 128
vP2ml
vP261-A
[’arugon
CM-5

P
P
P
P

v

P
P
P
v
P
P

v
v
v
v
v
Y
P
P
v
v
v
v
v
v
v
P
v
v
1)

I’

2.5
1,3
3.8
3.8

13.7

33.0
12,8
11.5
0.6
1,3

30,8

2.1
1.8

17.4
4 !0
4.0
5.8
1,6
1.6
5,0

11,6
1,8
5,3
0,4
04
0,4

10,7
4,0
4,0
2,()
3,tJ
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many fewer than would bc demanding time at comparable US, facilities. Three examples of this include

our own experience at A“I’P,where we saw the queue for the Fujitsu VPP500 with only a handful of jobs

awaiting execution, the new 24-GFLOP Hitachi s3800 at the Institute for Metals Research, which had oniy

“four or five” users in its first two months [36], and a statement made by a U.S. NASA researcher who

noted that because there are fewer active CFD researchers in Japan and all seem to have access to many

supercomputers, more supercomputing time is available per researcher than in the United States [37].

Finally, we note that one of the more important users listed in Table 3 is the Power Reactor and Nuclear

Fuel Development Corporation, known in Japan as PNC, This is a quasi-government organization that is

developing Japan’s Morrju prototype fast breeder reactor. PNC is well-endowed with supercomputer

power, with two high-end Fujitsu vector marhines and a new CRAY T3D massively-parallel system;

compare, for example, PNC’S 18-GFLOPS total power with the various organizations in Table 2,1.

Presumably PNC’S supercomputers arc used for elementary particle and radiation transport simulatiorw

which can be used to predict the reactor flux and help design shielding tor the reactor facility, and for

simulation of coolant-loss accidents, Interestingly, one code in usc at PNC for radiation transport may

very well be the MCNP (Monte-Carlo Neutron Photon) code developed originally at Los Alamos

National Laboratory. (We know that MCNP is used at other institutions in Japan such d~ Japan Atomic

Energy Research Institute (JAERI)). Recently, we have also learned that PNC is attempting to carry out

computer simulations of the extraction process by which radioactive waste products arc separated from

the bulk waste material [38],

“~herc are only two supcrcornputcrs in Japan considered to be in the dcfcnw sector (,] i {itachi S820, an old

machine with little power by today’s sti]ndards, i~nd a small CRAY Y-MI’ system), Wc know little about

time two sites,

2.4,3,1,1 Government Aerospace Research in Japan
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in aerospace knowledge; perhaps the NVV’Tshould be viewed as the computational equivalent of the U,S,

Apollo program.

2.4.3.2 University Supercomputing in Japan

Japan has only about one-t~,ird as many supercomputers in its universities as the US. does, The

combined statistics further suggest that Japanese universities have about 3Z70 of the computing power of

US. universities but the situation is actually worse than those numbers suggest. This is because there is

one Fujitsu VPP500 system installed at a Japanese university (University of Tsukuba) and it alone

accounts for 317c of all Japanese university computing power. Much of the remaining university

computing power, which is marginal compared with that of the US., is al~o concentrated at a few larger

schools, such as Tohoku and Tokyo Universities.

interest in parallel processing in Japanese universities has picked up slightly in the last year or so. There

are now three small Thinking Machines Corp. massively-parallel CM-5S at Japanese universities,

including one of the latest models, called the CM-5E. However, these are all small configurations of the

machines, and many Japanese researchers still prefer vector supercomputing for their research, One

researcher at a Japanese Government research lab recently referred to the 64-processor Thinking

Machines CM-5 he had run on at Hokuriku Graduate University (run by Japan’s Agency for Industry and

Science and Technology, AIST) as a “toy,” and therefore he decided to purchase a 3-processor Hitachi

vector machine for his university research ins:itute [36],

Because they have only small configurations of paraliel machines, there is still mom vector processing

power at Japarww universities than thurc is parallel processing power, a situation which is quite the

opposite of the U.S. univcrsitirs, In fact, Japarwsc universities have more vector processing power than

do US, universities. This is in spite of the ftict that there are more vector machines installed in US.

universities than there are at Japanese universities. Many of thu vector machines installed at Japanese

univcrsitius arc the most powerful configurations in their respective vendor families. For example,

“~ohoku University, a very well-endowod university in the northern part of Japan, has a four-procemor

NIX: SX-3/44R, currently the flagship of the NllC vector line Similarly, Tokyo University has a four-

proccwor Hitachi S3800, which is the most powerful machlrw Hitachi makes; in fact, it is the most

powerful vector mtpercornputcr made by any vendor. Another interesting fact about thww two machhws

is that they aru currently thv orly fully -confi~urcd versions of these nmchincs in Japan installed outside

the companies that make them, In ordur to find the mu~t powerful japanese-made vector processors In

Ji~p~n, onc inust go to a univwsi’y, and not to i! government rwwnrch laboratory. (I{cccntly, a four-

prm’cwwr NI.W SX-31{supcrcom!~utcr wns in~tnllwi at the Canmiinn clinmtu modclinx fncility in l)orwl,

ontnri~~) and thi~ i~ tlw (~nly ftllly-t.()~~fig~lrcli, tl~tlltil~r~){’(’ss~~rjnpanew ~urmxxm~putw ilistnlled outside of

jnpnn)
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processing equipment available to a larger number of students and researchers than are Japanese

universities. This is especially true for parallel systems, and it has the effed of enabling a much larger

class of users to gain supercomputing experience. In both the U.S. and Japan, a few selected universities

have accumulated large concentrations of supercomputing power, thereby emphasizing the research

capabilities of a small class of investigators. In the U.S. this concentration is largely of parallel machines

and in Japan it is largely of vector machines. Because parallel machines are able to accommodate

saentific problems of a larger scale, U.S. university research, s may have an advantage over most of their

Japanese counterparts,

2.4.3,3 Commercial Supercomputing Usage in Japan

2.4.3.3.1 In-House Supercomputing in Japan

The publicly-available data suggest that there is roughly an equivalent amount of supercomputing power

used in-house in Japan and the United States, except that in Japan it is 80% vector / 20% parallel, while in

the US. it is 4i)% vector / 60% parallel. Recall that in the US,, of all the commercial supercomputer users,

the supercomputer vendors themselves owned the largest number of machines. This is also true in Japan

and ir. Japan the manufacturers account for an even larger share of the installed commercial

supercomputing power.

We believe that our estimate of the U.S. in-house resources is considerably more accurate than is our

estimate oi the three Japanese manufacturers. We know that there are probably three NEC vector

supercomputers used within various branches of the company, but we do not know how many in-house

installations of the NEC parallel product, called “CENJU” there are, NEC has a computational science

research group that studies physical and chemical properties of scmiconrtuctors, new materials, and

biomolecules [40]. This is exploratory work, belicvcci to be outside the scope of current NEC busi~ ,ess but

possibly relevant to future products. A small benefit to NEC’S current product line was realized because

quantum chemistry ~oftware dcvtdoped by the research is now srrld as a product for rwtside users,

Regarding Fujitsu, we bclicvc that there are a fcw in-house installations of its VPP500 system, All of these

have relatively smail configurations, the Iargcst with about 11 processors, One important iwpect of in-

houw supcrcomputing capabilities in Japan is Fujitsu’s cstablishnwnt of an in-houw pi~ritll~l computing

research facility at which scverai versions of its AP-1OO()pfiralh~l computer orc I{!catcd and mid~ available

to users worldwidr via the Internet, Fujitsu has rcpurtmi that nearly 800 non-Fujitsu uw’rs ilr~ validated

on thmc systems [41], interestingly, Fujitsu’~ datn show that almost all of ttw Jnpanww uwrs i}rc from

univrrsitirfi and National t,nb(wnt~}ricw; i,o,, thwv fire no commwcinl users, Ikwnuw thr Al’-loo(l” is not

regarded as being a stntc-t}f-the-art system in tcrmf) of its perfornmnlw [H], it is d(}tllltf~ll tlli~t “brcnk-

through’) kinds of wwmrch ore bcinx carticd out on it, 1lowuwr, this kind of fiwility is r,lru in Jil~~i~i~,i]~~d

the cxporioncc in parullul pr(}cwwing garnurcd by its uww~ is m) doubt highlv Vtlluid)h’.



Finally, Hitachi has a large number of its supercomputers, mostly older models, installed in-house.

Hitachi’s business interests, however, are so much larger and more diverse than that of all the other

supercomputer manufacturers, that a direct comparison of all its in-house resources is not appropriate.

Therefore, for Hitachi’s in-house corr,putin~ we only counted those machines (eight in all) installed in

Hitachi’s General Purpose Computer Division. One of these machines may have recently been replaced

by the newest Hitachi supercomputer, the S3800, but we have been unable to confirm this.

2,4.3.3.2 Supercomputing in Other Japanese Industries

Eliminating those machines used in-house and those used by government and universities leavea 67

madtines installed within non-vendor industries, which is 44% of all Japanese supercomputers. This is

the same number of installations as within non-vendor industries in the United States, b~lt in the U.S. the

percentage is about 25% of all machines. In both countries machines in the commercial sectors account

for a disproportionately small share of total supercomputing power, about 11% in Japan and about 14% in

the United States. However, in absolute terms, the US. has more than twice as much supercomputing

power installed in its non-vendor industries as Japan does.

One-half of all Japanese vector supercomputers are located in Japanese companies, However, Figures 25

and 26 show that the one-half of Japanese vector supercomputers installed in companies account for only

about 2370 of tots! “~ector supercomputing power in Japan, suggesting that many of these machines are

lower-end models with relatively low performance.

Hardly any parallel supercomputing power exists within Japanese industries, whereas there is an

abundance in US. industries. Only 4 of the 31 parallel machines in Japan are installed in companies,

compared with 32 parallel systems used by non-vendor companies in the United States. Furthermore, the

pwallel machines used in Japanese industries are all low-end machines, so that the combined parallel

ccu-nputing power associated with Jupanese companies is Icss than 10% of what it is in the United States.

The machine that so dc.minatw the Japanese purallcl processing power estimates, the Fujitsu V1’IUIOO,has

not yet made a sale to any J~pancse company; it has only been installed ot univwsitics rind government

labs.



Table 2.4 Commercial Supercomputing in Japan.

Combined
LINPACK Rating

Sector Number of Machines (GFLOPS)

Vector Parallel

Automobile 18 0 25.3

Chemi~al / Fharmaccutical 3 0 1,1

Construction 6 0 93

Electronics /

Telecommunications 10 1 10,2

Financial 3 0 2.2

In-House 17 3 80,1

Manufacturing 17 2 12,9

Service 1 0 1,7

Steel 3 () 2,6

Transportation 1 0 1,2

Utility 1 1 22

Total 80 7 148,7

number of machines are involved, For example, in the scrvicc sector, WP have Iistcd only two machines

in the U,!+,and one in Japan.

The second group is made up of four sectors in which Japanese comp;mivs use supcrcomputers but in

which no suporcomputcrs are used in analo~ous U,S, companies (construction, steel, transpo~tation, and

utility), The third group consists of a ~inglc sector in whit!, there is suptmwrnputing UWIgCin the U,S, but

not in Japan, namely the petroleum indu~try. Note, ah, that in tlw US,, we hmw the commercial

aerospace secu.w, while in Japan there arc no companic~ using Hupcrcomputws whose busincw is cntlruly

rc~trktcd to acrospacc, Japnncsc companiw with Interests in mmpntv , such lt!i Mitsubishi tiCllVy

Industries, nrt listed in the manufacturing wwtor,
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Table 2.5: Supercomputing in the Automobile Industry in the United States and Japan.
LINPACK

Company Machine GFLOPS
Ford CRAY C90t 16; CRAY C90/8; 13.7; 6.8;

CRAY M98(6; Convex S3880 1.4; 7.9
General Motora CRAY M98/4; CRAY Y-MP/3 1,1; 0.8
Chrysler CRAY C90/4; CRAY Y-MP/6 3.2; 1.6

Total for U.S.: 8 systems 36.5

Daihatsu CRAY Y“MPI?
Fuji Iieavy Industries Fujitsu VP2600
Hino Motor NEC SX-31 /L; CRAY Y-MP/2
Honda CRAY Y-MP13
Isuzu CRAY Y-MP/2
Mazda CRAY Y-MP12; CRAY Y-MP/2;

NEC SX-2
Mitsubishi Motors CRAY c90/2; CRAY Y-Mr/4
Nissan CRAY Y-MP16
SUmki Hitachi S3800
Toyota CRAY Y-MP/6; Fujitsu VP2200
Toyota Auto Body Fujitsu VP2200; Fuiitsu VP21OO
Toyota Central Research & NEC SX-3 / 14

Development Lab

0.6
4.0
0.6; 0.6
0.8
0,6
0,6; 0,6; 0,8

1,7; 1,1
1,6
1.7
1,6; 0.8
0,8; 0,6
5,8

Total for Japan: 18 systems 24,9

Three automobile companies in Japan use supercomputcrs from more than one vendor in their R&D. In

each case, they have a Cray Research system and a Japanese-manufactured system, One of these

companies h profiled in some detail in the next chapter, but the reason for having two kinds of machinee

is the sarnc at all three companies, The Cray systwns are used for running crash simulatima and

performing structural analyses, because the third-party software for doing these is rmpcrior to that which

is available on japarwse-manufactured supercomputcr~ [42, 43]. The Japarww machines, u Fujitsu VP2200

at Toyotm, an NEC SX-2 at Mazda, and an NUCI SX-3/ lL at l{ino, aru u~cd for computational fluid

dynamics (CFD) simulations using in-house developed ~oftwar~, CFD simulations help defji~e body

shape, reduce drag, measure hmtt low from the engine, and, in rr more spccializwif form, simulate

combu~tion in the unplnc,

oft



In contrast, one of the most interesting aspects of supercomputing within the Japanese automobile

industry is that there are two successful companies that do not use Cray supercomputers at all. Cray

machines, by virtue of their superior crwh simulation software, are used by virtually all other automobile

companies in Japan and the U.S., as well as the overwhelming majority of the important automobile

companies in Europe and South Korea, including Daimler-Benz, Fiat, Renault, Citroen, Opel,

Volkswagen, Audi, BMW, Kia, and Hyundai, Many of these companies have more than one Cray

Research system; and often, one of the two is dedicated entirely to crash analysis. Yet, Japan’s Suzuki and

Fuji Heavy Industries use only Japanese-manufactured supercomputers, probably with in-house crash

simulation software, (These two companies would have made excellent candidates for case studies but

we were unable to arrange a visit. )

The manufacturing sector is the second largest commercial, non-vendor user of supercomputers in Japan.

In contrast, in the U.S. it is one of the smallest, with only a single company, Westinghouse, represented

[46], ‘Ilw companies in the Japanese manufacturing sector that use supercomputcrs am listed in Table 2.6.

Although there are a variety of machines used by these ccmpanies, the single most common characteristic

is relatively low performance, There arc two parallel machines in this list, (both ins:alled at Mitsubishi-

group companies) and even these are low-performance machines (in fact, almost ridiculously small).

Such machines may be used for experimentation with parallel processing technologies with the view that,

if successful, Iargcr and more powerful machines would be purchased in the future.

The companies in Table 2,6 also repmscnt a wide range of product types, both bctwccn companies and

sometimes e~en within a single company. In fact, catcgorizaticm of Japanese companies according to our

schcrnc is difficult bccausc of the wide rnnge of product types mitny span, In particular, the distinction

lwtwccn the “mnnufacturir]g” and “electronics” categories is somewhat arbitrary. For example,

Mitfiubishi is involved with both nuckar power m WCIIM production of D14AM memory. And, as noted

above, wvcr~l of thcae companies, notably Hitachi, Mltmbishi t{cavy lndu~trics, and Kawasaki Iicavy

Industriwt, arc involved in production;) of dcfcnsu-rcintwi products for Jtipan, such M nircraft and space

systems,
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Table 2A Supercompuhsm in Use in the Japanese Manufacturing Sector.

Site Business Machine LINPACK
GFLOPS

Mitsubi hi Electric

Hitachi Adv. Res. Lab

Hitachi Central Res, Lab

Hitachi

Hitachi

Mitsubishi Heavy

Industries

Hitachi Zosen Corp.

Toyo Tire

Kawasaki Heavy Indust,

Sumitomo Rubber

Komatsu Mfg,

Nippondenso

Mitsubishi Electric

Heavy Machinery I

Electronics

Heavy Machinery I

Electronic

Heavy Machinery

Electronics

Heavy Machinery

Electronics

Heavy Machinery

Electronics

Heavy Machinery

Electronics

Shipbuilding

Auto Tires

I

i

I

I

Heavy Machinery /

Aerospace

Auto Tires

Heavy Machinery

Automobile Parts

Hcnvy Machinery /

NCube nCube2 0,9

Hitachi $820 0.9

Hitachi S820 J.9

Hitachi S820 0.9

Hitachi S820 i).9

CRAY Y-MP/2 0.6

Hitachi S3600 0.8

Hitachi S3600 0,8

Fujitsu VP2200 08

NEC SX-3/ lLR 0,8

NEC SX-3/ ‘lL 0,7

CRAY Y-MP2 0,6

Intel iPSC/860-lfi 0,4

Electronics

Yamaha Motor Motorcycles CRAY Y-MPI 1 0,3



modernization effort; see the sections below cm the construction, electronics, and steel industries.) MHI

initially attempted what it describes as its “revolutionary engineering work” using a general-purpose

IBM mainframe system, Users of this system were charged a fee based on their usage, but because the

machine was so slow, MHI decided to introduce a small CII AY X-MP / EA system in order to reduce

usage fees. MHI estimated that the low-end Cray syste.n performed structural compt~tations at 10% of

the cost of the IBM machine, and later upgraded to a more powerfii Cray Research system when the

smaller, older machine became saturated with user jobs. Ml-ii’s experience would seem to be one that

argues clearly for the economic efficiency afforded by supercomputing (relative to mainframes) in spite of

the initial cost of the machine,

TWO automobile tire mmufacturers in Japan (Sumitorno Rubber and Toyo Tire) use supercomputers [48].

We are aware of two other tire manufacturers (Continental A,G. and Michelin [49], both in Europe) where

supercomputers arc also used. The European companies use smal] Cray systems (they are below the

performance threshold for our database) but the Japanese manufacturers use vector machines from NEC

and Hitachi, In tire design, numerical modeling of tire behavior under varying loads and obstacle

environments can be performed as a function of changes in tire geometry, tire and belt materia~ and

tensions in the reinforcing cords, Previously, such data were obtainable only from physical laboratory or

twittrack experiments, and so the use of the superrumputer clearly allows shorter drwclopmcnt cycles

and redumd prototype costs, This is true even though tire simulation presents numerous difficulties not

encountered in other types of structural modeling such as cars, bccausc the composite materials used in

tires deform much more readily, Thus, not only arc more crrmplex mathematical rnodcls required, but so

arc non-uniform computational grids which tend to Icngthcn the computation time,

‘1’hucombined electronics/ tclccomrnunicatitms sedor IS th(I third Iargwt commercial non-vemior user of

supercompilters in Japan, with eight vector m~chincs and (mQ wn~ll parallel systcm used in six different

companies, [n the US,, there arc three vector and four parnllcl mmhinm in six companies, L’ombined

supcrcomputing power in Japan’s clcctr(~ni(:s /tt~lccomn~ul~icnti ol~s” suct(~r is nvilrly twice that of the

United States’ electronic N/telecommunications Hector,



pm’pose computing systems dedicated to this task The machines developed by NEC have been

discussed previously [51] and the system developed by Hitachi is covered in the next chapter.

Nippon Telegraph and Telephone (NTT), currently uses its CRAY-2 supercomputer for a variety of tasks

in support of research in optics, semiconductor physics, and material science. The CRAY-2 system is

expected to be upgraded during early 1995. N’lT also has a large distributed computing research group

that uses a small Intel iPSC/86tl parallel processing system,

Companies in the clectronica / telecommunications sector also use supercomputers for simulations related

to the non-electronic portions of their consumer products [52], For example, Sanyo Electric, which has a

small NEC SX-3 system, has used the supercomputer to simulate resin flow in the cabinet of an HDTV

system [53]. In this case, design efficiency was increased by having the supercomputer optimize molding

conditions, producing results that would be difficult to obtain by any other method, Intermtingly, Sanyo

states that it deliberately introduced the SX-3 computer system in an attempt to promote Ccmputer Aided

Engineering (CAE) throughout the company by creating a user environment that is relatively easy for

engineers to use, To this end, Sanyo is itself developing much of the application software it needs. An

important point is that Sanyo is another case where wanagemcnt decided to encourage the use of

supercomputing in order to increase efficiency over existing mainframe and workstation capabilities and

to encourage greater participation in CAE throughout the company.

Three Japanese chemical companies in our database, Sumitomo Chemical, Asahi Chemical, and M.itsui

Toatsu Chemical, use supwcomputers, Although Jll three of tl}csc companies arc large comprehensive

chemical makem like DuI’ont (Awhi is t}w largest in Jnpi\t~), in nll rwipccts they arc much smaller than

Ilul’ont, In our recent trip to Japan wc were told that chemicnl compnni(!s in Japan that have

supcrcomputers gcrwrally uw them only for basic chcmicul rcsmrch, rather than for process modeling as

DuPont dew, As mcntiorwd nbove, DuI’ont’s ability to simulate its production facilities using Cray

systems has yielded enormous financinl savings for the compnny; thu~} it scorns that Jnpanww companies

~~rclagging in this important arm, Since the process modeling softwarw is nvailablc tmm third-party

vundors, it i~ difficult to undcrstnnd why Japnmvw chcmicni c(m~}mnics du not usc it,
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services, (One of them is actually not in our database because they no longer use true supercomputing

equipment, having substituted workstations for a CRAY X-MP), Both companies, Computer Technology

Integrator, Ltd. (c’l”I) and CRC Research Institute, are profiled in the next chapter, Although both C1’1

and CRC accept customers from all applications fields, the majority of their work is concentrated in

selected areas: Electric power and aerospace for CTI and nuclear power for CRC. (The same is basically

true for one of the two service companies in the U.S., (TimeSlice), which concentrates largely on

petroleum industry customers,) Another (in)famous but no longer active supercomputer service

company in Japan is Recruit, Ltd,, which, in its heyday, owned several Cray Research supercomputers

and an NEC SX-2, and also maintained its own Institute for Supercornputing Research. Various

misfortunes befell the company causing its present owner to opt out of the supercomputer out-sourcing

business, although Recruit still maintains some activity as a third-party supercomputer software

distributor,

One of the most interesting aspects of Japanese supercomputing usage is that there are four commercial

sectors in which Japanese companies own supercomputers but where there are no supercomputera in

analogous U.S. companies, These sectors are construction, steel, public utility, and transportation. In

these Iattcr two areas there are actually very few companiwi involved, but the supcrcomputing usage is

unique and so we assigned them to distinct categories,

The transportation sector consists of only a single company, EastJapon Railway (JR), t}w Iargcst of six

railway companies created when the Japanme National l{i~ilwity was privatizcd, has n four- procesar)r

CI{AY Y-MP vector system that it uses for crash simuliltion ,Ind other structural unalyws. Thcs~

npplicatiorw arc obvlous!y quite similar to thow of the itutolnobil(?” industry, but to the twst of our

km>wlmigc, JR is the {rely raiiwtiy c(m~p,]ny in tlw world to h,lvu its (IWI1s~l~>ert.t]l~~l>tltl’r,
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Of the six supercomputem used by Japanese construction companies, all are vector machines and all but

one, a single-processor Cray Research system at Tokyu Construction, are Japanese-manufactured, Two

companies, Taisei and ohbayashi [55], have very powerful vector systems, similar in performance to

machines installed at nuclear research facilities in Japan or at aerospace companies in the United States,

In general, R&D in the construction industry focuses on environmental issues; materials; sound, wind,

and vibration studies; and analysis of construction methods, Some of the types of simulations carded out

are [54, 55]:

. structural analysis of buildings, for both active and passive support during seismic events;

c flow of heat and air in buildings, including prediction of temperature in air-conditioned rooms;

● diffusion of smoke from automobiles, stacks, and from fires;

. effect of high-speed vehicles ei~tering tunnels;

● ocean waves, including those created from earthquakes;

c geophysical studies of foundations;

● acoustical analysis in amphitheaters,

In contrast to wpercomputing usage in other commercial sectors, construction industry simulations are

not focused as much on cost reduction ur rapid product dcvelopmrnt, Rather, they are intended to

provide data that would be difficult or impossible to obtain otherwise. An important example of this is

fatigue evaluation of existing structures such as bridges. On-site testing is expcrwivc, and more

importantly, it must bc dorw non-destructively, so that data at or rwar the actual strew limits cannot be

ohtaincd ilt illl,



In the U.S., large construction companies am generally more restricted to “construction management”

activities and there is less interest in basic research and computer simulation than there is in Japan. A

case study of Bechtel given in Chapter 3, confirms this. Some of the stmctural analysis work required by

large US. companies is sub-contracted to small firms whose size Gearly precludes owning even a small

supercomputer. We presume that if such companies were interested in supercomputer simulations they

could collaborate with university [57, 58] or national laboratory [59] mechanical engineering departments,

However, for the most part they are not doing so and arc using workstations and PCs instead. Using

these less-powerful machines implies enormous simplification of the computer model and therefore less

accurate simulations.

It is difficult to discern the effect, if any, of supercomputing on the Japanese construction company

corporate bottom line. These companies may have purchased their own supercornputers because

industry-university collaborations are more difficult to implement in Japan. Also, in Japan there is a

strong “follow-the-leader” tendency, wherein Q company decides to implement a given technology

simply because another has, In Japan it is possible that ths attitude transcends industrial sector borders;

that is, construction companies decided to implement supercomputing because GOmany other industries

in Japan did in the Iatc 1980s.

One observer in Europe believes that the design and construction industries arc in a transition state

between that of a Iow-technology, labor-intensive enterprise to one that is compute-intensive and driven

by high-tcchnolo~y [60], ‘1’here is littlu doubt !hat the jilp,~n~s~ compnnics i{r~~well-positioned to

incorporate such hi~h-tech fcnturcs into their busincvw, prolmbly morv so than their American or

European cornpctitors. t iowcvrr, this same obsrrvvr bclimws tllilt Ihc main tcchnoh)gical improvements

bcrwfitlng constru~.tion industries will be in 11(~11-s\lpcrc(~tl~put~’r,~rr,~s such ilS c{~mmunications

(networking), robotic%, w~rk~t~tloil-llilsec{ C,IL) s} sIi’ms, nrrd vvvn firl~il~i~srwnotr from superxwmputing

0s hund-held uncf pun-bosmi computws,



Traditiorwlly, supercomputer simulations in the steel industry are used to model flows of the molten

materials, analyze stability of solid structures, investigate chemical reactions, and explore mater4al

properties, Quantum chemistry simulations are even performed on steel products consisting of complex

mixtures of various substances, and electromagnetic simulations aid in the analysis of molten steel

couples,

However, in Japan, not only is supercomputing (and other advanced computational techniques such as

expert systems, fuzzy logic, neural computing and robotics) used as an important tool to aid R&D related

to primary steel products, but it is also becoming something of an end in itself, It has been noted that

whereas steel-making in general is ot an industry expected to experience significant long-term growth,

computing or information science i$ such an area, and thus Japanese steel makers are attempting to

diversify so as to pursue computer-related fields i61], For example, a Japanese steel industry group called

Japan Iron and Steel Foundation iq one of the partrwra of Japan’s Real World Computing Partnership [62].

Also, one Japanese company, Nippon Steel Tubing Company (NKK), has an agreement with Convex

Computer in which the fomer will send a down or so software developers to the computer company’s

headquarters in Texas to learn about their new psrallel processing system, with the hope of eventually

developing third -par;y software for it [61]. And Sumitomo Metal Industries, a leading integrated steel

maker, has been attempting to enter businesses m-h rts electronics and biomedical scicncc, as well as

computer-relattxi areas such as systems tmginncring and measurement and control [63]. Sumitomo has

begun selling integrated circuits and it uses its NEC SX-2 supercomputm to carry out dcvicc simulation.



profit private corporation whose support comes largely from several electric power companies and the

Japanese Government. CRIEPI has a small Thinking Machines, Inc. parallel computer which is used for

global-scale numerical simulations such as air quality studies, The application of interest to Tokyo Gas is

not known. The machine there is a single-processor Cray vector computer with very large main memory,

so most likely, some sort of three-dimensional computation is being performed. No power companies in

the U.S. are known to have supercomputers of their own, although, again, university collaborations

probably exist. Other power companies that do have supercomputers j,re Hydro-Quebec and the French

company E!ectricite’ de France [45]. The latter is the world’s largest electrical utility, and it owna two

Cray Research vector machines and a small Cray Research parallel system, i.e.,. a significant amount of

computing power. Numerical simulations of interest to electric power companies in general include

structural analysis, electromagnetic, power distribution analysis, and climatology, Additionally,

Electricity’ de France is involved with nuclear physics and nuclear power plant design,

2.4,3.4 Effect of the 1994 Japanese Govelmment Procurements

Now that we have described the current supercomputing usage in Japan it is important to explain some

of the circllmstances of its evolution, Specifically, during the Japanese fiscal year 1993 (which ended in

March 1994), three Japanese Govemmcnt agencim purchased a totalof 16 supcrcomputws to be placed in

universities and various government laboratories [66], Some of these machines were part of the normal

budget process but 11 were purchased under n special “supplerncntary” budget that was appropriated as

part of an economic stimulus package, Our data show that the 16 nlachiucs accoutlt for ,35% ofrwrrerr! tohl

supercohqw Iing power ill juprm, In addition, by the end cf the 1995 fiscal year, these agencies anticipate the

purchaw of clcvcn more machhws [67], ‘1’able2,7 lists the machirws, their pcrformnncc, and where they

were insttillcd (an m+tcrisk ckmotcs some of tlw machines cxpectcd for FY95),

7!;



However, there are probably other reasons. One may be an attempt to improve the quahty of basic

research in Japan, Japan as a whole has been criticized for relying on fundamental science advances

made by basic researchers elsewhere and financing product development instead [69]. Now, however,

Japanese funding for basic research seems to be growing substantially [69], and supercomputing is seen

as an important component. Traditionally, basic research in Japan is carried out largely within

compan; SS,but there is a perception in Japan that this gives the US. an advantage because in the U,S,

such research is generally done at universities. Japanese industry R&D leaders have called upon the

government to strengthen academic research, and perhaps part of the response has been to place some

large supercomputers at universities [70],

Funding large supercomputing centers as part of the supplementary budget procurements is a!so seen as

an opportunity to counter both the technical and public relations gains made in the U.S. by the I-I@

Performance Computing and Communications (HPCC) program. Recently, Japan’s Science and

Technology (STA) agency announced the start of a FY95 “computational science project” which

encompasses some of the supercomputer procurements [71]. The description of the project sounds very

much like an attempt at a formal (albeit very small-scale) version of the U.S. HPCC program. Another

successful model for Japanese emulation is the U.S. National Science Foundation Supercomputer Centers.

The possibility of easing trade friction with the U.S, by choosing U.S.-manufactured systems for some of

the sites may have been another contributing factor. The procurements were under intense scrutiny by

US, Government officials to ensure that American-made machines were considered fairly [72]. In fact six

of the 16 machines chosen were from US. vendors (Thinking Machines, Intel, MasPar, Digital Equipment,

and Clay Research), Recall that in the beginning of this chapter wc suggested that competition with Gay

Rwearch comes at least as much from other U.S. parallel manufacturers as it does from Japanese

manufacturers, The Japanww supplementary budget supcrcomputcr procurements arc, therefore, a good

example of this, One puzzling aspect c}fthe procurements is the selection of an Intel Paragon by the

National Aerospace Laboratory (which already owns the NWT), There had been some bad press in Japan

regarding the lntcl Paragon installed at the Real World Computing Program [73]. The Paragon

implementation of parallel processing Is different from that of the NWT, and so perhaps the Paragon was

purchased to givu NAL researchers experience with other machines and other pro,~ramming

nwthodologim. In tcrm~ of capability or cnpacity, howwwr, NAL’s Pnragon is probably considerably less

uwful than the NWT, and i!) thcrcforo somewhat supcrflumw as a computin~ engine.
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supercomputer industry, in which less expensive workstations are favored over large-scale machines, is

suggests that increased government support will become more important.

Another importar,t aspect of these latest procurements is that they were the first public proc-mements

involving highly-parallel systems. Ten of the winners so far are parallel processors, of which Japanese-

manufactured ones account for five, There have been suggestions that the Japanese Government uses its

procurement powers in order to nurture new Japanese industries [74], Although Fujitsu is obviously a

well-established company, its new line of massively-parallel computers could be viewed as being a

nascent “industry” in need of tlurturing; the supplementary budget may have been a way of doing so,

Note that the money spent on the development of the NWT is effectively an additional guarantee to

Fujitsu.

Table 2.Z List of Supercomputers installed or Expected to be Installed ●s Part of Japanese
Government Purchases During FY93 and FY94. Data from References 66 and 67.

LINI’ACK Rating
Machine Site Type (GFLOPS)

Fujitsu VPP500130

Fujitsu VPP500/ 28

Fujitsu VPP500 / 10

Fujitsu VPP500/’7

NEC SX-3/441?

NEC SX-3/341{

Hitachi S3800/3

Hitachi S3800/ 1

CI{AY C90 / 16

‘I”MCCM5E/ 128

CI{AY T3D / 128

C1<AYY-MPIM92

Intd I’arngon

MnsPar 2216/ Ihk

Mwd’ar 221(1/ I{>k

Fujitsu VI>P500/ lo

FlljltNUVI’-26(IUillld

l;ujil~u V1’1’500/ I(I

CI{AY C90/ 10

Cray C91(i/12

t litwhi S3S00/3

Angstrom Technology Partnership

Institute of Phys. and Chcrn. Res. (t< IKEN)

Communication Research Laboratory

Institute for Space and Astronaut. Science

‘rohoku University

Institute for Molecular Science

lnstitutc for Mctnis I{csmrch

Meteorological I{cscarch Institute

AIST I@warch Information Processing System

Angstrom Technology Partnership

Power t{cuctw and Nuclear Fuel [)uvclopmcnt

hrp,

Nntionnl Aermpnw Laboratory

Nationt}l At*rosp~ic* Lnbwvttory

Nntioni\l (~i~t~~crInstitutu

N~\tiorli~lCi~t~t~r lt~!ititttt~

‘1’t)kyoUniv, Instltutc for S{did $tiit(’ I’hysics

Kyolo University C(m~pulvr t~ct~tvr

‘1’(dl~~kuU, I{wwnrch instit~lt(’ for l:lud !+l.iwltv

Tokyo Inslitulu of ‘1’t!(’hlltdo~y

I Iokkitid(} onivvr~ity

P

P

P

P

v

v

v

v

v

1’

P

v
1’

1’

1’
I)*
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v*
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8,3
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5,2

1,7
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12,8

10,7
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9,8
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18,4
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3. Presentation of Case Studies

3.1 Introduction

In order to determine first-hand the role that computational science plays in Japanese research and

development we undertook field research at several Japanese companies that have their own

supercomputers, Our intention was to survey a varie;y of factors related to supercomputing usage such

as those listed below,

. .
●

●

●

●

●

●

●

history of computation at the company.

allocation of computational resources among company researchers

the extent to which simulations are integrated with other techniques

what areas of science/engineering are investigated

which computer programs are used and what is their origin

what kind of networking facilities are used with the supercomputcr

what level of performance is achieved on the supcrcomputw

We also hoped to learn about specific examples in which the company had applied supercomputirrg

technology to a problem and had directly obtained a cost savings or reduction in design time as a result,

It was interesting in itself to know if companies kept track of such insttinccs and indeed, to what extent

they kept track of any of the areas about which we queried thcrn, We got the impression strongly at one

site, and sometimes at others, that the information they showwi us was collected specifically at our

request and in fat+, we may have done the company o w*rvlcr by cnrmin~ thorn to oxnrninc their system as

we wanted to,

One of the importimt dcci~ion+ we hid to make wirly in this ~t~ldy relatmi to covcra~c, i.c,, whether wc

would attempt a comprehensive survry ncrow nll nurinr wctors in Jirpnn or cwnccntratc on a fcw kcy

wctors {nstcad. Arwthcr variable wc considered was the type ol ~upcrcomputer urm.i nt the f~cilltyt Wc

have a great deal of familiarity wtth Cray I{cwwrch supwcomputcrs, but much low with the Jhpsnesc

supcrcomputcrs, cspccitilly timw frnm 1Iitnchi, nbout which wv know very Iittlc twcil(Iw tlwlr machinen

arc not sold in the United Stntm



We were aware of companies that had supercomputem in the “missing” sectors and other companies

with Hitachi matinea; however, for most of them, we had no means of making contact. (We would

est mate that, in general, companies using Hitachi supercomputers, other than Hitachi, are less accessible

via the Internet, ) In other cases, our attempts at making contacts failed, This was the case for three

Japanese chemical companies with Cray supercomputers, with contact made by an employee of Cray

Research Japan (CRJ) with whom the companies were quite familiar, Apparently, (according to the CRJ

employee) the chemical firms felt that we could not offer snough of interest to them to warrant having a

meeting. Fujitsu America also tried to secure invitations for us to visit several chemical companies but

was unsuccessful, as they were with several heavy-industry companies (Kawasald and Ishikawajima). If

a follow-cm study to the current work were to take place, we would suggest strongly that representative

companies from these two industry groups be the primary focus,

We note, however, that the difficulty we encountered in obtaining permission to visit compardea ●nd

interview their staff was not restricted to Japanese companies, Although we were graciously received at

three automotive companies in Japan (Nissan, Toyota, and Toyota Research Labs), Fold Motor Company

refused to answer a survey comparable to the one we gave the Japanese companies, No reason WM given

for the refusal,

Case Studie~ of (JS, Supercomputing Installations

To bettcv understand tho corrclaticrn between supcrcomputing in Japanese industry and comparable

companies in the I ‘nitcd States, wc havu investigated, where possible, similar American installations.

Bccnuw of time constraints $nd financial concerns, most of the study for these companies has been

conducted through tclcphorw interviews or through corrcspcmdcncc. Bccausc of this, it is not as

thorough m the personal visits conducted in japan,

Table 3,1. Brief Profile of the Companies Visited.

Compnny Drrtc Industry Type of Supcrcornputer(s)

1{llrldd

5/9/94

5/10/94

5/11/94

5/12/94

5/l,\ /94

5/ lo/W

5/ 17/94

5/19/94
5/l H/’t4

Cray / I:ujitsu

I:ujitrw

NEL’

ll{CA’1’/i{lPS 5/20/94

N)



3.2 Matsushita Electric Industrial Company

Matsushita Electric Industrial Company, LTD, is one of the world’s largest consumer electronitx

manufacturers, and is the world’s leader in VCR production. The company and its subsidiarierr (314

companies) had about U.S. $60 billion in revenue in 1993 and about 250,000 employees worldwide.

Matsushita spent about U.S. $4 billion (5.7% of sales) on research and development in 1992, which is the

second largest amount of any company in Japan (Toyota is the largest).

Our visit to the company on May 9th consisted of visits to two separate laboratories, the Central Research

Laboratory and the Semiconductor Research Center, The Central Research Laboratory is located midway

between Osaka and Kyoto in the new Kansai Region Science City. This is a new collection of research

centers in a rural area called Keihanna, and other occupants include various government laboratories

such as the Research Institute for Innovative Technology tor the Earti} (RI rE) and the Advanced

Tclecornmunicaticms Research Institute (ATR), The Kansai Research City, as it is also known, is am area in

which Japan’s Ministry of Posts and l’elecornrnunications intends to implement a pilot project soon to

study next-generation tciccommunications technologies. Approximately 137 colllpanies, probably

including Matsushita, will participate in fiber-based broad-band lSDN cxperirnents.

The Matsushita Central Lab is in a new, very modern-looking, and quite spacious buildin& in which

about 300 people carry out both cxpcrimcntal and computational research in arcav such as materials,

advanced scicncc, intclligrmt electronics, ultra- prrxision machining, thin films, and health electronics.

Ilwre is also a “Lighting Research L~boratory,”

Matsushita has a four-processor air-cooled C1{AY Y-MI’ supercomputer, which is used for two basic

kinds of simulations in roughly equal proportions: clcctromagnctic (EM) field annlysis (solution of

Muxwell’s quations using a Finite-lihmwnt npproach) and quantum chemistry for materials research,

All of this work is done by about ten rcs!:ardwrs, all of whom can atxwss the Cray machine from their

honws, wing a PC and modwn to dial into the Matsushita network As wc hmrnw.i later m the wceh this

is a rdrity in Japarww companies,
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heating systems, in whi& osci]Iating electric fields induce Eddy ctwrents and thus heating in the metal-

lined rice container. I+atta stressed that the principal value of the supercomputer in these cases is faster

design time for the products. ]nteresting]y, an independent source mentions that defective Matsushita

rice cookers are becoming a significant prob!em, making enhanced quality control an immediate issue for

the company [2], We did not bring this subject up in our discussions.

From other reports we have seen, we know that Matsushita is doing research related to neural netwodca

and their use in factory automation, The glossy literature describing the Central Research Laboratory we

obtained during our visit states that neural-fuzzy controllers are also used in the new rice malcem, ao

vector supercomputers are not the only modem computing technology that Matsushita is using to

improve its consumer products.

Dr, Hatta also spoke about the second principal area in which the Cray is used, which is in wwioua ktnds

of quantum chemistry simulations related to potential high-temperature superconducting materiala such

as doped CaCu02, Clearly, this research is more fundamental or “pure science” in nature, in contrast

with the highly product-oriented EM simulations discussed above. Hatta has published some of his

results in this area with collaborators from DuPont, The codes used for this work implement the denultY-

functional method, They generally vectorize very well, and thus their performance on Japaneee-

manufirctured supercomputcrs, such as the NEC SX-3 or Fujitsu VP2400 might bc considerably better

than on the CRAY Y-MI>that Matsushita owns.

All of thu computer programs used in both the product simulations and the materials chemhtry were

dcvclopcd “in-house” by Matsushita scientists Dr, Fiatta, who is a physicist, stated that little time is

spent by the scientists optimizinfi the codus, beyond that which can bc obtaincci quickly and easily. Hatta

also bdicvcs that further trdvnnms in simulation techniques arc more important than faster computem, a

sentiment, incidentally, that was echoed by another Matsu:+hita scientist with whom wc spoke later in our

visit, Ncvorthclww, Hatto stntcd that hc would like to ~crsun& his mnnagcrs that more processing

power is nwdml at Matsushita, Currently, norw of the Matsushita codes utilize mow than ~lnc pr~~~r

(~t i] tinw) of the Y-MI’, i)nd runs ilr~ usually carried out OV~*rni@t,
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our principal guide for a tour of the SRC was Dr. Shinji Odanaka, a very bright and intense young

scientist who is with the Matsushita VLSI Technology Research Laboratory,

The Matsushita Semiconductor Research Center has two high-performance computing resources, both of

which are used primarily for device simulations (similar to those performed by the well-known SPICE

program, but in-house codes are used at Matsushita), The first of these is a Fujitsu VPX240, which is a

1990-vintage single-processor multi-pipeline vector supercomputer with about 2.5 GFLOPS peak

performance, The VPX240 is only the middle-range version of the Fujitsu VPX series, which is a subject

we discuss in the section below. Matsushita’s VPX240 was purchased as an upgrade to an earlier Fujitsu

vector supercomputcr owned by Matsushita, the VP-200. The “VPX” designation means that the machhe

is a Fujitsu Unix (UPX) version of Fujitsu’s VP2400 machine,

The second supercomputer used at SRC is one that was developed by Matsushita itself, It is called

AL)ENART, r,nd ‘t was developed by Matsushita i: collaboration with the well-known Professor Nogi of

Kyoto LJniversity, Several years ago Matsushita began exploring the possibility of entering the computer

business and ADENART was to bc its initial product, ADENART is one of a small number of massively

parallel computin~ projects underway in Japan, The company hi]s apparently dccidcd, however, that

building and markc ing the ADENART is not an option it will pursue any time soon, Nevertheless, one

prototype was built and it is now u~ed to carry cut Monte Carlo particle transport simulations It also

runs a parallel version of the wmc vector dcvicc lmulation code that is run on the VPX240, Dr. Hiroshi

Kadota, Matsushita’s plincipal scientist on the ADflNART project, told us that Monte Cilrlo performance

of the ADENART is about the same as it is on the VPX240, and since it is highly vectorizcd, we would

gums that sustai,’cd pcrformanw is,1 Iittlc Icw than 1 GFL(JIJ,



All of these simulations are carried out on a Cray supercomputer using software developed in-house by

Matsushita, This makes us wonder why Matsushita bought a Cray machine to begin with, since one of

the most oft-quoted advantages of Cray supercomputers world-wide is th,~ large volume of application

software that is avai!able for them. It is a question we did not ask our hosts explicitly, since we believed

the issue of why a given entity buys a given machine to be too politically sensitive.

We believe there is evidence that Matsushita’s progress in the application of high-performance

computing to its R ,& D projects is being hampered by economic considerations. In the semiconductor

research area, Dr. Odanaka stated that even with two supercomputers, he does not have enough power to

run the simulations ht would like as fast as he would like, He stated that something closer to about 10

GFLOPS performance would bc needed. In view of Dr. Odanaka’s statement about the overwhelming

importance of device simulation at Matsushita, we found this admission surprising, There are several

machines available that would deliver the required performance, including the more powerful veraion of

the Fujitsu vector supercomputer they already own. C)ur conclusion is that the company is probably

unwilling to spend the money required to purchase the additional computing power. The effects of the

Japanese recession and strong Japanese currency worldwide have taken a significant toll on Matsushita

profits in the last few years, and this could be behind the reluctance to purchase a more powerful

machine.

As a final thought, we asked a col]cction of Matsushita s~icntists what technology improvement could

most significantly benefit the company’s computing-bawd ii & D in the future, and L)r, Odanaka stated

emphatically that it would be improvements in networking technology. Apptircntly, the design of

semiconductor ICS is a multi -sti}xu process that can mtikc uso of uxisiing dat,i rc~arding solld-state

chfiractcristics at several points ,~long the way, The ability to sharu these huge diltab~s~s eas{ly and

quickly bctwwm rcscarchcrs is n brcilk-throukh thiit Ckiannka looks forwilrd to cugcrly,
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3.3 Computer Technology Integrator Co., Ltd. (CTI )

CTI is a service company whose biggest recent contract was for design ot components of the Boeing 777,

in cooperation with the Seattle-based company. This project is now complete, and the company is

seeking other large projects to replace it and to augment their existing work with several Japanese power

companies. The company expects to get a portion of the development work for Japan s new fighter

aircraft.

Five Japanese subcontractors, including Mitsubishi Heavy lndustrics, Kiiwasaki Heavy Industries and

Fuji Heavy Industries, have been invr)l’md in the huge Boeing 777 pmjcct, Since the 1970’s, Japan has

been an influential partner in the aircraft design and production busirwss, In the production of the

Boeing 767, Japanese investment in the project accounted for !5% of thu value of the fuselage; this is

expected to rise to 2170 for the 777. Even more significant is expected to bc the effort put into the

proposed super-jumbo jet project, an effort to design and build an ~irplnne specifically suited for the

needs of Jnpanese cities, airports, w-d travelers. No doubt CTI is hoping to providu il lilrg~ part of this

project’s computational rcquirwmmtst

url employ~ approximutcly 300”persons, Thrw )WillX L]HOtlw compdny Inuvmf into ith prtwcllt facility, a

multi-story, mocicrn buildin~ located in the outskirts of Nagoya, ‘[”hobuiiding IS very Impressive, and

has been built subject to the MI’I’Istimdards of earthquake protection floocis, .md othur ni]turill disasters,

CItw strange fl!iltUrL!of tlw buihding, h(~wuvc’r, is th(lt it contllins Almost no windows ‘1’hccompany is

young and nppears to bu enthusiastic it] its outlook, The major t{!{’htlll’illarm [)t the uwlptlny, tlw Science

IInd Tuchnolugy Division, ifidivided into 3 scclions:



The most heavily used code is NASI’RAN, which is used for structural analysis. CTI’S version of

NASTRAN comes from McNeil Schwindler, who is the main supplier in the US., but we were told that

typically Fujitsu customers receive less support for NASTRAN than Cray users do, Other codes used are

ABAQUS (nonlinear structural analysis); FLUENT (thermodynamic analysis); STAR-CD from Britain

(also used for thermodynamics); STREAM, an easy-to-use code developed in Japan for thermofluid

dynamics analysis that does not deal smoothly with complex geometries; USAERO, used for the

simulation of a train entering a tunnel (unsteady flow analysis-BEM); COSMOS, an in-house code for

environmental analysis; and MASPHYC/MD, developed by Fujitsu for molecular dynamics,

The VP2400 is configured with two scalar units (SUS) and one vector unit (VU), an unusual configuration

for a supcrcomputer. The way such a machine works is that the scalar units “feed” the vector units when

n vector processing job is run, and they operutc cm their own when only scalar jobs are run, Optimal

performance happens when both scalar units and the vec!or units are kept busy all the time, and this

would bc indicated by 200’fiJutilization. Statistics colh!ctcd by CT] indicate from 60$%to 160% machine

utilization (including the VU and both SUS). Thus, the extra scalar unit appears to be paying off for CTI.

Jobs nrc submitted to the VP supcrcornputcr through the front-ml machine, the IBM 9[121-500, which

shares disks with the Vi>, Disk capacity is 7{) GB, of which 45 Gfl is shared with the IBM, CT1 also

gwwrntcs income by selling time on the VP, and primary users include Matsushita (Panasonic), Fujita,

ilnd Mitsubishi }ieavy Industrim, which hils tho largest sh~rc by f~r, with 245 users, L;cncrally, jobs have

i~ short execution time. The nvcmlg~’job duration is 3.4 CI”U minutes; maximum @ duration recorded in

1993 wns 28+ CPU hourw, ‘I%(’Vl) can bc used by rwnotc access (such ils Seattle). Data from seattl@ can

lW suhmittvd over wwryptwi lint’s; howmwr, 11s(’from illl unlployl’u’s 1101111’,cw is done at Matsushita, is

not allow(’d.



3.4 Toyota Central Research and Development Laboratory, Inc.

Toyota Central Research and Development Laboratories, Inc. (TCRDL) was established in 1960 to do basic

research for the nine companies in the Toyota Group, It is located in several 1950s-modern buildings in

Aichi Prefecture near the city of Nagoya. Research fields include automobile-related projects, advanced

materials, material analyses, computer technology, communications, and environmental issues. As a

service and research company, money to support projects at TCRDL comes from the companies in the

Toyota Group, and at least one-half of the research is directly connected to the needs of the Toyota Motor

Corf>. (TMC).

Dr. Tsuguo Kondoh, who is a Senior Researcher and Manager of TCRDL’S Applied Mathematics &

Physics Lab,, told us that prior to 1991, computational science at TCRDL was dcmc on a NEC AC0900

mainframe and on leased time on supercomputers at two external organizations: Japan’s Institute for

Computational Fluid Dynamics and Recruit, Ltd, Management was finally convinced to buy a

supcrcornputer for computational science usc at TCRDL, but it took five years to convince them that it

was a good idea. In 1991, they purchased an NEC SX-3/ 14T. An important justification in the decision to

purchase the SX-3 was the ctecrcasc in time taken for simulations to run, ‘rhc designation of the model as

an SX-3/ 14 means that it has a sin~le processor and four sets of arithmetic vector pipes. We were told

that the “T*designates a spccinl model (“T’ for Toyotu) built cspccinlly for ‘r~~yotathat has extra hardware

for gather-scatter operations.

‘1’CRDL is primarily en~aged in two arca~ of computational rw+ci]rch for Toyota, computatio~tal fluid

Jynnmics (CFD) and electronic Mructurc analysis The code USCd for L’N), called l:llUHIL) (Elow in

Kvconfigurnblo Engine), wm dmwlopcd nt tlw ‘1’CR1}Lfor tlw SX-3, 1:1[{1{31)i%now used il~ a production

code by Toyota Motor Corp,, ilnd h+illso thou~ht to be useful to othrr (.wnpaniw outshk of the Toyott

Group. According to the rcwmrclwrs nt TCRD1,, It Inny lw mnrk(!lml ati n comnwrclnl product, However’,

wc t)clirvc it is the tmly code dmwlopud by ‘1’L’1{111,IIOWIIWd in pmducti(m by thu pnr(’nt company,

Currently th(! p~!rfmmtmcc of tlw codr i~ it very imprwudvv 3 ( ;FI,OPS t)n tl}u NI{C SX.3/ 14, l,n!it yr!ftr,

f;IItfW fiimuliltions rim for a ti)tdl of r,vnrly 4500 Ihmrh, whh+ ih ,ihml 50’}) of Ilw itv,~il,~blc mw-hint

thnuL
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The scientists at TCRDL cited several examples of computer simulations helping them gain knowledge

that would not be available by other means. Two of the examples are from CFD and one is from

electronic structure calculations, These research simulations involving computational fluid dynamics are

used to drive research directions and are not yet used for design decisions on the automobiles, Examplew

● Details of fluid motion around the body of an automobile that cannot bc determined by ;vind

tunnel tests;

“ Fluid motion in a torque converter. A torque converter is the mechanism for an automatic

transmission and, because the automatic transmission fluid is scaled completely inside an iron

cover, observation of fluid motion from outside is Pot possible;

● Electron density distribution in semiconductors, We were told that this simulation is useful

because, experimentally, data are available only for silicon cry~tals due to the high quality of

crystal needed for such measuremm;t~,

Although the simulations arc currently done on a single processor of an SX-3, economic and time

constraints arc forcing the scicntist~ to consider parallel processing. Kondoh thinks that multiple

procwwing on ~n expanded SX-3 system would be onc path to take, because the codes now run on a

single prrrcwwor and decomposing for a shared-memory systcm would require th~ fewest number of

chan~cs. However, ‘1’CRD[,hiw U,IHOIookcd at distributed-memory systems for one of the codes, A ffrst-

principlc electronic structure code written by Dr, Hidcmitsu Hayashi, who is also ir rcscarchcr in the

Mat)wmntical Physics Group hiis lxxn run on a cluster of ttm cnginccring workstations, Curiously, rather

than use a Publicly avuilablu con~municatlorur packa~c such M I)VM (1’arnllcl Virtual Machine, a very

commonly uswf systum fur this kind of development in the U,S, ), Dr. I liiyi]shi dcvoloptxi an inter-

procwsor Cf)rmIlllJrlici]til)tlssy~t~qn hil}~~[~]f,‘[%ccode on this ~ystcn~ runs tcn times ~llwer than it would

on the SX.3, but it LWNMtcn tinws ICW, When we asked why they dcvclopmf tlwir own c[)mmunicationa

piwkagu instctid o! using a publicly availnblc onc such ns IWM, tlw rt!scarchws wrid thnt tlwre wari fear

that the U.!;, (-k)vcrnnwnt w(~ul{l rwirict export oi !luch wftwarc ttj Japilll, ‘1’hiwM*MMto tie a driving

force behind otlwr tn-houw dtjvvlt~pnwnt of whwnrc OI;well,
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be useful to this type of research is not known. Again, the economic downturn seems to have had an

effect on this laboratory’s ability to purchase supercomputers, Thtire are many engineering workstations

made by both American and Japanese manufacturers for the scientists’ use, but they are all located in a

special room. Scientists who need to us one have to make a special trip there to compute, This, it seems

to us, would have a negative effect on computational productivity.

The scientists at Toyota Central Research and Development Laboratory consider their primary job to be

basic research, They think that parametric studies, such as those using the NASTRAN structural analysis

code, should be done by the companies such as Toyota Motor Company, The use of CFD has not been

incorporated into automobile design at Toyota Motor Company, but they hope it will be in the future.

These scientists also say that corporate decisions arc not affected by the results of their simulations yet,

but they hope, with time, to change this.



3.5 Toyota Motor Corporation

Following our visit to Toyota Central Research and Development Laboratory (TCRDL), we visited Toyota

Motor Corp. (’i_’MC)located in Toyota City, Aichi Prefecture, In addition to learning iiow simulations and

supercomputers influence the operations at TMC, we aiso hoped to see how the company put some of the

ideas we had seen at TCRDL into action,

Toyota Motor Corp,, the leading member in the nine-company Toyota group, has a total of about 71,000

employees. Toyota City houses a multitude of Toycrta automotive plants, encompassing desigm teatin&

and production, Using 1992 statistics, Th4C is currently the leader in car production in Japan and the

world, surpassing General Motors by about 100,000 vehicles. Sales have gone down slightly over the

past two years, due to a number of factors not discussed here,

A great many kinds of computational tools play a significant role in the design and styling of new

~utomobile;, and supercomputing is just one of them. CAD systems also play a critical role. About l,UXI

pmsonnel at Toyota Motor use computers in some aspect of their scientific work; 300 of these are system

analysts. In addition to CAD/CAE systems on smaller colnputcrs and workstations, the following

supwcomputcr systems arc usual for various kinds of simulations:

(NAY X-MI’ . crash simulation

CRAY Y-MI>- crash simulation, sh~~t metal formation

Fujitsu VI’ 211- casting, CFD (computational fluid dynamics)

Fujitsu VP22MI - CFD, Iincar analysis

The mdjc)r supurcmnputcr software applications :wppotting tlwso arc:

Structural Analysis: NAS’I’RAN; ABAQUS; I)YNA31.I; SURFES (l~)~i~l product)

Oosh wmthirww: PA MUAS1 {;~l{ASl I (I(M1 product)

Fluid I.)ynmnfc!i Analy~is: SCRY(J; STl{IiAM 2[”);STRIIAM 31>(in-house codrs)

HM An,tly%is

I)yni-mic AnalyMis: AI)AMS

Aloustic Annlysiti: l{i~M



that some preliminary work in parallel computing has been done on the nCUBE computer. The company

management, as one would expect, requires some justification for the use and purchase of

supercomputers from a cost savings point of view. Because of the state of the economy at the present

time, there are no current plans to upgrade the Cray machines to the newer, faster C90 model. It was

quite clear that supercomputers provide a map resource in the operation and planning activities of

Toyota Motor and that they are used skillfully and knowledgeably throughout the entire automotive

design and manufacturing cycle.

While crash simulation is in production mode at the plant, CFD is still considered a research area. The

most difficult aspect of CFD is, of course, the generation of the grid. For example, to simulate an engine

compartment for use with CFD requires about six months of grid generation calculations, To simulate

airflow around the entire car requires about three months to generate the grid. This seems to be an area

that the company has great interest in and may determme supercwnputcr needs and acquisiticms in the

future, The most important issues regarding the use of supcrcomputing resources at Toyota are:

mesh gcneriition time

cost and time reduction for new car models

cost /performance

[n spite of their status in automobile production in the world, wc were told more than once that they do

not feel that they arc as advanced in the use of supmcornputcrs w the Detroit companies. The economy

has also hindered their efforts to invcstigat~~ such innovations as parallel computing and a better

undcrstnndlng of supercomputcrs to help them.



3.6 Nissan Motor Corporation

Nissan Motor Corporation is Japan’s second largest and the world’s fourth largest automobile maker,

Although the company had about US. $60 billion in sales in 1993 there was a net operating loss for the

year of about US. $71 million,

Nissan carries out basic and applied research at its Nissan Research Center, located in Yokosuka, about

1.5 hours outside of Tokyo. V.’e visited there at the invitation of Dr. Ryutaro Himeno, who is a Senior

Researcher in computational fluid dynamics (CFD) at Nissan’s Vehicle Research Laboratory,

Dr. Himeno joined Nissan in 197if after receiving his M,A. in electrical engineering. He spent 1984

through 1986 serving w a researcher at Japan’s Institute for Space and Astronautical Science in order to

learn computational fluid dynamics (CFD), and fo: the work he did there, was awarded the Doctorate

from the University of Tokyo in 1986, I-iimeno is well known both inside and outside of Japan, He is a

frequent speaker at meetings abroad, and was the recipient of the Cray Research “GIGAFLOP” Award for

sustained 1 igh performance on a Cray system, His work in CFD at Nissan has been published in a

variety of places, A recommendation to speak with Himeno originally came from Dr, Myron Gtnsber& of

Qneral Motors Research Laboratory, who is well acquainted with Himerw and his work.

Nissan’s high.performance computing resources are fairly varied ilnd numerrnis. They have two Cray

Research systems, a six-proce~sor Y-MP with 64 MW of memory and a four-processor X-MP system. The

Y-MP is used for the company’s structural analysis and for I-iimeno’s C’FD work, anti the X-MP is

dodimtccf to crash analysis, ‘1’lwrc is also a four-prrrccwor Convex C-240, by now an old mechine, which

is uwd for t}w Awdopnwnt of CFD codes,

Pcrhapri the most important aspect of Hirneno’s work is that he realized fairly early in his studies that

applimtion of cFLI to Ntwm’s car design proccw it{swwrcly Iimitcd by CPU power, For that reasonht.

adapkxt INScode tc, run on a variety of pnrallcl rmwhinus, tic con easily use multiple proccssom of the

CXAY Y-L4P, at hmt when the rc~t of the company allows him to do so, I{owever, Himeno is ahm

iwtivdy wnrching for pwiible replaccmw-rts for the Cmy, i {e has publidwd papers providing results on

8cvml pilrnllul machlrm: M lntcl il%C’/86(1 with 32 processors, m nCUi3ti2 t~ytmm~with 512 proccssorn,

md W(W the Matfiushitn ADIINAI<T wystun, In ‘net, I [itmm) IOIL{:IS that of availid+do ;Mrallcl machines

todny, he k!an~ tOWnrCfn(;~lltk, if hc were to bLIy 8 parliilel sysl(!m for itwtal]otion at the i{c~t?ardl C(!ntt?r,

ltnwovvr, he also m.tded, rntlwr wistfully, thnt wxmoruic l~tt~siti(’rittit)l~s will probably prevent rwch n

p~lrl+osu s(JOII,



system. Himeno has developed a benchmark test based on his CFD code using a fairly large grid (about

one mihion points), He showed us benchmark results from several Cray Research and Convex systems,

Interestingly, the newer Convex systems (such as the C3840; 960 MFLOPS peak) do not fair ~ery well in

his tests,

Himeno’s experience with paraliel machines certainly seems much more extensive tha,~ that at Toyota

Motor or Toyota Central Research and Development Laboratory; it may be moie extensive than that of

anyone at a Japanese automobile ccmpany, However, we sutipect that it is still somewhat lacking relative

to, for example, the xperience of a typical researcher at a U.S. national laboratory. During our visit

Himeno mentioned that one of thc central problems for researchers in Japan is access to advanced parallel

machines for experimentation, He is one of several scientists we met during our tour who asked if access

to parallel machines at Los Alamos through some kind of collaborative research would be possible,

We asked Himeno about how automobile companies manage to gain technological advantage over one

another with computing, For example, we pointed f rut to him that all auto companies in the world have

basically the same Cray computers and they all run crash worthiness simulation on thcm usin~ among

others, the same “PAMCRASH” software, Himeno had two answers to this, the second of which was

rather surprising. First, he said that companies differ significantly in the way they apply crash simulation

software, For example, Toyota chooses to run their simulations using a finer computational mesh than

does Nissan, but because of the extensive time that it takes to gwwratc such a mesh, Toyota camot carry

out as many simulations as Nissan. More importantly, Himmm believes that advantage in high-
pcrformancc computing is directly related to available CPU power, (For this reason, hc looks jealously to

the recent installation at Ford Motor Compiiny of two CRAY C90S, the most powerful computing system

by far at any automobile company, arid indeed, orw of the most Imwcrful at any commercial entity in any

field,)

Himtmu also echoed a sentiment expressed during our previous visit to Toyota L“cntrnl I<w+carch and

Dcvclopmcnt Laboratory, Inc,, ~;n the general subject of computer simulation in rwmrch i~nd design

work, t IQ ,,~{dthat there i:~still a rt:lativcly older gcncrntion of managurs at Nissan who arc somewhat

more reluctant to rdy on simulation thnn IN would like, but m tinw goes on, this group of mnnagwa will

bc rcplaccd by more computor-savvy ones who will look tnorc to the ~imulnt ion mot hod,



3.7 CRC Research Institute, Inc.

CRC Research Institute was founded in 1958 as the Tokyo Electronic Computing Service Co., Ltd, whose

primary business was the sale of G15 Bendix computers. When sales were not forthcomin& they began to

sell cycles on their machines. This was successful and from that has evolved the current company.

Reflecting this evolution of emphasis there have been several name changes over the years, until 1991,

when the name was changed to its current one, CRC Resear~A Institute. The company, with annual =Ies

of about U.S. $200 million, employs about 900 people, of whor 30!X0 work in the Science and Engineering

Group and 10% work in Research and Consultin~ which is partly a marketing group. CRC is primarily a

service company with little actu d research support.

Our visit was to CRC’S Makuhari Development Center located in a new “intelligent b~ ilding” in the

Makuhari New Tokyo City Center in Chiba, Our primary host was Kyukichi (Eugene) Ohmura, who is

Managing Director of the Science and Engineering Group. In addition to his CRC-related activities,

Chmura has served as Asia /Pacific Regional Director of the Cray User Group.

Inquiring about CRC’s customer base, we were told that CRC is an independent organization, meaning

that they belong to no kcirctsu, The advantage of this according to Ohmura, is that they can get business

from cvcryonc, Their business is 70% from private industry and 30% from government contracts. The

govwnmmt work comes partly from large construction projects such as bridges, dams, etc. and the

industrial work largely from the nuclear power industry. “rhcre is a sizable c~mponelit devoted to

busirww applications, such as database main’. cnancc and financial record-kwq>ing; however, each

Individual job tends to be small,

‘1’twy~,aythey sell complete solution syfitems”, which meiins that wlwn a customw comw to CRC with a

problcm , tl ,cy provide problem setup, code duwlcrpmcnt, and cxpwtisc, T}Ic customer thrn may

~urchtwc the solution code to run on their own machines, with continui[l~ consulti:.~ from CRC, or let

L’RC maintain and run the code with diffwing inpu! rcquirmncnts,



large established customers include the Japan Atomic Energy Research Institute (JAERI), NASDA, which

is Japan’s version of NASA, the Nationai Highway Department, and Hitachi. With a total customer base

in 1993 of 500, software portability becomes a problem, especially for Iiceming and selling software.

They also have collaborations in other countries, such as one with Century Dynamics Co, in Berkeley, CA,

as well as something that they call “Overseas Business Partners”. These “partners” include Cray Research,

Inc. and SRI International of the U.S., UNIRAS A/S of Denmark, the Korea Advanced Institute of Science

and Technology, and the China International Trust Investment Co,, Ltd., It is not clear what function

these partners serve for CRC,

CRC has recently replaced its CRAY X-MP supercomputer with a CRAY Y-MP/ EL, which is a deskaide

system equivalent in performance to a scientific workstation, Ohmura and Kadotani feel that, for their

purposes, supercomputers are not needed. They feel that the current trend toward powerful

workstations is much more compatible with their workload, They have several mainframes, however,

made by Fujitsu, for their business applications and database work.

The economic hard times have had an effect on CRC and they see little chance for much growth in the

near future. They feel that when growth comes, it will be in the area of multimedia applications and they

hope to be positioned to take advantage of it through their software development program,

,kt:



3.9 Taisei Corporation

Taisei Corporation is a large Japanese construction company founded in 1873, There are a total of about

14,000 employees, working in 12 Divisions and annual sales of about U.S, $20 billion. Taisei is involved

in all facets of large-scale construction projects from hotels and office complexes to bridges and dams.

Their projects are located all over the world, including many in the United States.

We visited two parts of the company, the Technology Research Division, which is where the company’s

R&D is earned out, and the Information Systems Department, which houses and operates the company’s

important information processing equipment. There are about 400 employees in the Technology

Research Center, which is in Yokohama, and the Information Systems Department, which is Tokyo,

employs 140 people,

Our primary host at the Technology Research Center for this visit wati Dr. Shunji Fujii, who is Chief

Research Engineer in the Geotechnical Engineering Research Group, Fujii and his research colleagues uie

a Fujitsu VP2600 supercomputer, which is a 5-GFLOP systcm that is the top of the Iinc in Fujitsu’s vector

supcrcomputer product line. Although the VP2600 is physically Iocatod In Trrkyo, the Technology

Research Division uses tMY.of t!!e availabic CPU time of the rni~chi~c, A sophisticated network connects

the research facility to the machine in Tokyo, Even with this sophisticated network (that includes a HIPPI

interface), the ability to access the machines from home through modern dial-up is not avai!ablc

Ill.



rate for his code is about 500-600 MFLOPS. Dr. Morikawa is very interested in moving to MPPs, but he

has no experience with parallel processing a situation wc found nearly everywhere we went. One reason

for his interest is that he cannot model a whole building with tl~e current technology. He needs either an

MPP or something with 1,000 times the power of the current VP.

Taisei is also studying numerical methods in rock mechanics using a code they developed that does three-

dimensional deformation analysis using the Finite Element Method. Results are used in the design and

construction of tunnels, This analysis involves solving a large number of simultaneous coupled non-

linear partial differential equations.

Other projects in the Research Division include hydraulic analysis, indoor thermal distributio~ urban

thermal distribution, and tsunami research,

One very impressive aspect of the Technology Research Center is the experimental facilities there. one is

an apparatus called the 3-D Shaking Platform. Using this, scientists arc able to simulate several ~eismic

motions with a lateral force of up to lG, By placing a scaled model of a budding on this machine, they arc

abic to dcterrmrw the effects of vitrious magnitudes of wwthquakes on the structure, Wc also saw a

facility that can simulatu wave ilction on islands or shore facilitiw. It is located in il Iargc buildil]g fitted

with iI W,IVCmacl~inc to gwwratc wave action, A large portion of the building can be flooded and

instrumcnt~tion then mcasurw tlw of fccts of this wavo action on st ructurcs placed in or nc - Ythe water.

Dr, Fujii stiys that on hot wmmw dnys, they htivc been known to go for a swim in their “indoor sea”

‘I”hcre IS ii wind tunnel tl~at ISustd to study thu cffuct of wind t,n v,lrious ~wmbin~tmns t~fstructures, such

d%lhu.sv found in c’ltics (tIlll build infiw o! various I!cights and lar~c illll~.tl!t, for inslancc) Maqucttca arc

}>LIIII,llld plill(~~iill th{, ln~trllll~~.nt~,l{tunn{$l wh~*r~*wII\d v~l{~~.ltil~s4111{{(~ffr~’tk( ,111bu mvilsurcd at various

plmvs within tlNI n~()(h(xl-till ~trulturw ,111(1dt’sl~ns m(xiifivd it nc~~wl~ry

‘1’hr avoll~lbllity of Ihls LIxttvwivr [Ixprrlmvl}tnl rquipncnt fncotv+ that m(lrc wvi~ht is usually given to

r~’%ultslr(m l+tpcritt~ctlt~ tllflll to IL*+iiIllwInun (tmlput[’r ~inlul~~titm~ 11111tlww (’~~)(’rllnvntill fwilitic# arc

v(vy {*Xpl’fl!tlV(’ to !)111111illlll llldlll141111; thvrvl(m’ its S~lllllliltioll 1’()(1(%11(’(’0111(”nu)rv m-l’uriltu and as oldc’r,

1{’3:+l.\~lltll~ltl*r-s{l~tllist l\fit(’li mi;nkt~rrs .lrr rl’i?lo(’:’d by y(~utl~vr ml\nl\}ler* nlorv ot IIWIC in O

{(~tltl)tllt’rix(~~iworl(i, r{~ll~ttl(vtm +Imlllllti(m nvwltri w vxpwtvd to KiIII\ A((@Ii!I(4V

A’+Inwl)otm{ nh)w’, ‘1’,IIw~’% ll]t~~rtl~ittltmhv+twnx Ih*imrltm*t\t (ISI )) w~lwl~ ntntht~(w ‘1’JII!N’i’%Computm

,IIN1 l}n)vi(lw tlw lIIII~t NIIIIil IIrx’ I(jr ioII\l Iuli IIH Illr(wfih(ml Ilw t*tlllru l’l~iwvl {q!vltilhm, h 1~)~’atr~ t~ll

w$vrrill tl\)orr4 1)1 d rathr ~}r~lltidrv ~)ltit’t’ l!ittltlitl~ iII tht~ SIIitIj IIhII tll~lrut (~1‘1’{)kvtl ll\ mltlitl(m tl) thr



researchers is over Ethernet and a FL)DI network from engineering workstations (EWS) and

multifunctional terminals, An SGI Skywriter is connected to the VP by a HIPPI channel using Uhranet

and is used for visualization.

The tasks of the Information Systems Department also include engineering analysis, graphics, structural

analysis, on-site support to construction projects, development and support of business software, support

of administration, system & network control, and information services, including support of databases.

This company makes heavy usc of its supercomputer, although experimental results are preferakh to

simulation results which is understandable at this time, given the impressive collection of experimental

equipmvnt they have. They support construction sites through PCs on-site and at the lSD office. The

network that Taisci has is the most advtmced of any industrial site that w e visited, Their use of
computing in all phases of construction and design seems very advanced to us, but this may be more of a

reflection of our naivett! about t+e construction industry than of their sopidsticatiom They put for#ard.
the premise that the main reason for their use of supercomputcrs is that once one construction company

in Jfipan buys a supcrcomputw, ~11construction companies have to ha,.~ one,

I)N



3.9 Hitachi, Ltd. General Purpose Computer Division

In Japan there are several large companies whose business is referred to as “electric machinery

manufacture.” This term relates to a large number of products spanning the range from nuclear power

plants to elevators to earth moving equipmm-rt to computers, The three largest industrial conglomerates

in this sector are Hitachi, Toshiba, and Mitsubishi Electric, of these, Hitachi is by far the largest, with

annual sales for 1992-1993 more than 1,5 times that of the next largest competitor and profits for that

period more than three times that of the next largest Hitachi’s annual sales have reached nearly U.S, $80

billion, and its importance in Japan is suggested, in part, by the fact that it occupies positions in w of the

seven large horizontal keirrtsu groups that dominate Japanese business. In 1992, Business Week reported

that Hitachi, alone, accounted for nearly 2y0 of the Japanese GNI’.

In addition to its undisputed economic force, Hitachi, Ltd. occupies a unique position among its peers in

the electric machinery industry because it is the only orw that is also a major supplier of information and

electronics equipment, In fact, Hitachi is one of the thrwc manufacturers of supercomputcrs in Jitpan, and

its latest mnchinc, called the S3800, holds the current record for peak processing spud itmong vector

sup(~rcomputcrs, The cwnpuny hiIs anncrunccd plans to build d large massively -par,~llcl computing

systcm which also promiswi to bc one of the world’s most powerful.

An irnportunt question is to what extent does 1Iitachi’s promirwncc iIs a computer nncf supercomputer

vendor affect its ability to improvu its other products by using its own t+upcrcomputcrs for research and

(imwlopmont, Ono source wc IIavu su}~gcsts that thor(~ arw 101 iit,lchi SF120s(ll>t>rl’oln~>~lt(’rsinstalled at

vilritw Ilrilll(h!!i of Ilw con~pany, ‘I”lwStt20 is the SL*Col\d-gQllUrillloll” I Iiltl(lli s~ll~crl’olll}~ilt{’r(thv S38(M)is

th~’third), J vintogv-1987 n~,~chin~~with n m,iximum of nbout 3 (; FI.01’S lxmtputinfi pt)wcr

{}1)



with this move to a centered sys?em, supercomputing is also reorganized so that all of the labs share two

main resources. At the Central Research Laboratory there is a HITAC S820 /60 (1S GFLOPS peak) shared

among five labs (Central, Advanced Research, Production Engineering, Image, and System Development)

and at the Energy Research Lab there is an S3800 / 180 (8 GFLOPS peak) shared among three labs (Energy,

Hitachi Research, and Mechanical Engineering), Additionally, some of the labs have machines of their

own: Central Research has an S81O (,ca 1983 with 0,6 GFLOPS peak); Advanced Research has an S820/60

(1.5 GFLOPS peak); Energy also has an S820/60 and Mechanical Engineering htis an S81O.

Some of these labs have Hitachi scalar mainframe computers (M-680, M880, M682H, and M280H), some

of which are very high-performance machines themselves, in addition to the vector supercomputera in

use (S810, S820, and S3800), Nevertheless, what is clear is that there is not, as we might have expected,

essentially “unlimited” supercomputing power instailed within Hitachi, even though the company

manufacturers its own supercomputers. Our hosts reported that research budgets for the various

Laboratories arc managed independently, and that acquiring a supercomputer is treated much the same

as acquiring any other advanced type of reriearch tool, with similar budgetary constraints, Also, the

majority of the supercomputcrs installed at Hitachi are from the older generation(s) of supercomputera,

including two vintage-1983 machines that are still opcratin~, Mom than one supcrcornputing observer

has noted in the past that the older Hitachi machines generally performed less well on benchmarks than

contemporary rnwhinus manufactuwd by, for example, Cray Kcsearch in the U.S., and Fujitsu and NEC

in Ja; mn. Finally, given that t)wrc aru about 2~ users of the mac~~in~~,wc would say that, in general, the

I {itachi rcscarchurs arc undvr-nouridwf with supmcornputing sustcnantw.

II)(1



While at Hitachi, we were shown a video with several examples of supercomputer simulations that have

been carried out at various company laboratories. Included were:

● Air temperature and air flow simulation (about 5 CPU minutes) in a car of the S)litdwmerr (bullet

train)

● 3-D Finite Element Method electromagnetic simulation of the superconducting track for a

magnetic levitation train showing the Eddy current distribution, from a simuliition that required

about 10 minutes of CPU time.

e Unsteady flow in a turbine stage rotating at 132 and 401 meters/second using the k-e (ncm-

turbulent) Finite Volume method,

● Propagation of a Tsunami (tidal wave) caused by an off-shore event such as an earthquake, l’he

simrdation used a shallow-water wave model on a 4(IO X 450 grid and required about 3 CPU

minutes to run,

. ‘furbulent fluid flow around a cylinder with Reynolds number - 105

● Molecular Dynamics simulation to explore both ductile and brittle fracture formation in an iron

slab, The simulation used 1,000 particles for 3,000 timcsteps and was run on iI }ilTAC S820.

● Combustion simulation that required about 3 hours of computational time using a very small grid

(35 x 55).

●2 -D turbukmt flow in ir variety of simple geomctriwi such i~s T-joint, Y-joint, i~nd expanding tube

with a perpendicular bend. Simulations ran for about 4[) mmutcs,
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gate being simulated in a single S81O or S820 clock cycle, A paper published by Hitachi personnel at the

ACM/ IEEE Design Automation Conference in 1988 states that VELVET rlmning on an S81O was able to

carry out, in a reasonabJ,e period of time (about 100 minutes), an entire-ma~ine simulation of the Hitachi

S820 supercomputer. Our Hitachi hosts claimed further, that their newest supercomputer, the S3800,

which, by the way, has the fastest executing silicon gate arrays on any computer available in the world,

more than twice as fast as those from Cray Research, could not have been developed without using

VELVET, The system is also used in dev-laping RISC-based microprocessors, Hitachi is the major

supplier of Hewlett Packard’s latest RISC microprocessor, the PA-RISC, which is used in scientific

workstations, Also, Hitachi will use VELVET in d~weloping its own microprocessors, such as !he ones

that ‘,/ill be included in their future massively-parallel system, the CP-PACS.

There are two other systems similar to VELVET in existence, computing systems that were designed

specifically for the purpose of accelerating logic simulations, One is the Yorktown Simulation Engine, a

256-processor machine used by IBM and the other is HAL2, a M-processor system developed by NEC,

On the other hand, wc learned recently that Cray Research uses a standard vector processor for its logic

simulations. We wanted to compare the relative speeds of Cray ’s simulator and Hitachi’s VELVET

system, so we asked Tom Court anLt $Mcvc Obcrlin who arc designers at CRI for help. They estimate that

Cri~y’s simulator running on its st,lndard Y-MI) supmcomputcr is still about 8 times faster than the

special-purpose Hitachi S81() systcm. And, while Hitachi soys it will not port VELVET to its newest

supcrc[)rnputcr, the S3600”or S3800, Cray will have no problem porting its sltnulator from the CKAY Y-

MI’ to the CRAY (30 i~nd other vc~tor-p,iri~llcl m.lchines that will succeed thu C90,



3.10 Angstiom Technolo~Patinership's Joint Research Center for Atom Technolo~
and Agency of Industrial Science’s Research Information Processing Center

MITI, the Ministry of International Trade and Industry, through its Agency of Industrial Science and

Technology (AIST), has launched a government effort to pursue research and development for “precisely

observing and manipulating individual atoms and molecules, on a surface or in free space, and to its

supporting technology” [1] through a project titled Ultimate Manipulation of Atoms and Molecules

(AtoLn Technology). The National Institute for Advanced Interdisciplinary Resecrch (NAIR), formed in

January 1993, provides the infrastructure for government support of this ambitious initiative, Objectives

of the ten-year project include observation and manipulation of individual molecules and atoms on solid

surfaces and in space (nanotechnology ), creation of technologies to develop atomic level structures, and

Oworetical simulation of atomic and molecular processes. The project hopes to achieve results by the year

2001 and to disseminate its findings through ii~tcmational symposia, extensive publications, and through

the employment of postdoctoral fellows, ‘i”he project is budgeted for ?5 billion yen ($21OM) over ten

years, This research is not being implemented in a decentralized fashion, but rather, all researchers arc

brougtrt together in Tsukuba to do their work, For the first six years, R&D will be pursued on basic and

enabling technologies; the second phase will concentrate its efforts in developing new materials,

electronics, chemicals, and hiotechnologiw,

The Angstrom Technology I’artncrship (AT19 is a consortium of ilpproximatcly 30 companies csttddished

in February 1993 ati a result of this research endeavor, ‘1’lwcompmics collaborating on the project arc

inter niltional in nature and span such tcwhnologictil areas as c(}mputlng, chemical industries, heavy

industry, biology, and elwtronics. The work is mrricd out ,~t thu Juint Rwwarch Cc~ltcr for Atom

Technology (JRCAT), which maintains a well-cl}d[)wed, state-of-thu-itrt computin~ filcility,



dynamics simulations. This work has direct benefits to the industrial sponsors of JRCAT such as NEC,

Fujitsu, and other companies involved in semiconductors. He is one of the first users of the VPP and has

achieved a 4-fold speedup using 7 processors. His code, consisting of about a thousand lines, has been

adapted for parallel execution on the VPP5C!0 with the addition of compiler directives. However,

Miyazaki said that he nc)rrnally runs the code only on a single processor and that the majority of people

are currently using the machine in this reamer.

A short distance away from JRCAT is the computer f,lcility associated with a iacility known as Research

Information Processing Center (RIPS), RIPS is the computer technology center which the nine Agency of

Industrial Science and Technology laboratories at Tsukuba use for solution of their research problems,

This center, which networks all the laboratories via fiber optics, was initiated in 1981 with a Fujitsu

FACOM M-200 mainframe computer, In 1984 the facility was upgraded to house two mainframe

computers, a FACOM M-380 and an IBM 3081 K, At the same time, a network was put into plain which

linked all seven of the AIST laboratories in Japan. A supercomputer was first installed in 1987, at which

time the local network was enhanced by the addition of a high-speed channel. The facility, like many that

wc saw in Japan, hao earthquake safeguards installed, as well as an energy-saving control system and

protection against fires

RIPS maintains the following high-perfom~ancc computing systems:

s Cmy Research Inc. C90 -42 ns clock; 1024 MW total memory., 1024 MW DRAM SSD (extended

stomgc), ccmlcd by ftuorirwrt. The 1<11%CRAY C90 has 16 processors, which is the largest C90

configuration available,

● IBM I’owcr cluster - lb-processor cluster of RISC Systcm /6(M().59() workstations for scientific

applications,

● DEC 10000- ilfl illphil chip-bawd, tW()-Cl’U machine, with 250 GB cilpacity, which is used as a

file server,

● 2 Cray I{ewarch Inc. L.”I{AYMOON(Mwtcl EL) - ~i~d~ma(hinu hi~s 32 pruccsst~rs, is srARC-based,

uww NQS to ftwilitate dispatching jobs to the W),



3.11 Grumman Data Systems Corporation

A subsidiary of Grumman Corporation, Grumman Data Systems Corporation was founded in 1969 as a

computer software and service bureau. The company also does custom-desigrwd integrated information

processing systems and large-scale computer systems integration, There are currently about 2100

employees, The Data Center is managed by a president and 8 vice-presidents. The parent company has

recently been bought by Northrup Corporation, so it is unclear at this po~nt exactly what the future of the

Data Center will be. Grumman, the parent company, was comprised of several companies: Grumman

Aerospace, Grumman Data Systems and Support, to name two.

In late May of this year, Grumman Data Systems shut down its CRAY Y-MP / 2E, I%is machine had been

used primarily for customers within the Grumman umbrella, mostly Grumman ~.erospace, The

Aerospace group came to the conclusion that they could handle most of their applications with powerful

workstations and buy supercomputer time more cheaply clsewhw~~ than through Grumman,

One of Grumman’s efforts is as a system integrator for other companies. In this capacity, they have

installed and manage several Cray sites, including the Naval oceanographic Office in Mississippi. It

appears that tlmsc Cray sites are also being phased out, at least where Grumman is conccrncd. It would

appear that at least for the near futhrc, computing services at Grumman will likciy shift emphasis toward

the usc of workstations,

,,, ,.



3.12 National Center for Supercomputer Applications

The National Center for Supercomputw Applications (NCSA), located on the campus of the University of

Illinois at Urbana-Champaign, was formed to provide supercomputing access to academic and industrial

researchers by adapting the best technologies and concepts from the national laboratories and replicating

these in a more accessible environment. Having in large part, declared victory on that {rent, the focus has

shifted to provid{ng more advanced, less expensive resources to a smaljer community of users trying to

scke grand challenge-type problems, Additionally, efforts are being made in the area of information

technologies, cyberspace tools, and K-12 education.

Emphasis is on quality computing cycles and consulting in their use. Much effort is also going into

providing public domain software for the masses. Customers of IWSA include academic and industrial

researchers in need of computer resources and users of public domain software, especially that developad

at NCSA, such as NCSA MOSAIC. Current industrial partners with NCSA are th~ following: DOW

Chemical Co,, Caterpillar Inc, FMC Corporation, Eli Lilly and Co., Phillips Petroleum Cw, JP Moqym
Schlumbergcr, Ar6rT, Eastman Kodak, awl M@9rola.

About 200 persons are employed ~i N(.Y;A, plus o~lotlwr 50-100”studuits, who work varying amounts of

time, The staff is largely computer sciertc’!.!>ri~:ll!:d’ E’:wvvcr, there arc a hw-u.f{ulof scientific researchers,

primarily from physics, biology, MV-Jchcmktry.

NCSA is owned by the University:{ of lllir,t~is bitt is fundmi largely by the Ni~tionol Science Foundaticm

(Ns~). Mimagcmtmt :~tructur-c consI~ts c,f :! [Jircctor, lh’puty I)iructor, ,lnd eight Associate Lhrectors

Ct~rrcnt hm.iwtire consists ~f:
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Much optimization is done on software. The current customer base is about 3000 users in the computing

arena and growing smaller, while the public domain software effort in the center is growing by leaps and

bounds. The majority of the applications run at NC5A are fairly small, and it is felt that the customers are

beginning to feel that they can be better served by purchasing powerful workstations and doing the work

themselves. Thus the emphasis has shifted to a smaller set of users executii.g very large problems.

Much work is going on at NCSA in the area of visualization and virtual rea!iby, “l%isis where many feel

the strength lies at this institution.
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3.13 lhxhtel Corporation

Bechtel is a San Francisco-based global engineering and construction company that was founded in i898

in the then-territory of Oklahoma as a builder of railroads. Success in railroad work led to general

construction projects that include dams, bridges, power plants, space facilities, pipelines, and othe+r

related projects. Two of their latest projects involve building an entire city, Jubail, in the Arabian desert,

and building the Charnel Tunnel between Fxance and Britain. Bechtel employs a total of 20,000 people

worldwide. In 1993, they reported revenue of approximately $7.3 billio~ representing work from about

600 clients. Due to time constraints, information on Bechtel’s computer usage was obtained through

telephone conversations, written material, and electronic mail exchanges.

Like many of its industrial counterparts in the ~T.S.,Bechtel has used mainframe computers to do its

business processing and any research computing for more that 25 years. ll~s usage has not led them to

purchase supercomputers for the research and simulation studies. With the advent of affordable

scientific workstations with acceptable performance, most of their research work has moved from the

mainframes to these platforms. Some simulation work has wen been moved to PC-class machines now

that their performance ha:; reached reasonable levels for mathematical computations, These simulations

arc primarily related to industrial process and airport traffic studies. All of their research activities, in

fact, are directly related to engineering and construction; they do no work on fundamental physics

problems. This contrasts sharply with the Taisei Construction Company that we t~isited in Japan, whose

research activities arc also centered lround engineering questions, but whose researchers also investigate

fundamental physics questions. ,r (I ~d of doing fundamental work in-house, Bechtel relies on frequent

interaction with re~earchers in univ wsities and National Laboratories for studies and computer programs

related to iidvanced methods of ana ysis and modeling.

According to our sources, the justification for buying computers, in this case scientific workstations and

PCs, and tlw measure of the benefits from their use, is based primarily on cost savings, These sources can

cite no spcclfic examples of reductions in research time or cost due to the use O( computers, nor can they

find examples of gaining knowledge through computer usage that could not have been ,~ained by other

means, The simulations that they do conduct have no effect on corporate decisions, which is much the

same as wc hcnrd from many Japanese itldustriul nwcarchcrs, even those who hmvc Iargc supercomputer

:Jperations and use thcm extensively,

One conclusion that one ctin draw from this, is that while US, construction companies do not use high”

pcvfurmurwc computers ir their work, unlike their counterparts in Japim, twithcr cmmtry’~ construction

cumpaniw base corporate dtxisions on tlIe results obtoind through computer simulations, no mattw

what the plntform. Ihwhtel ltas nn alliance with several J~pi]nt)s~ constructi(m cotl\panh!s, and wc were

not nblc to find out if thcw alliannw Inclucfc shfiring of rwwnrch And simulation rwults,
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3.14 Los Alamos National Laboratory Engineering Sciences and Applications

Division

The Engineering Anziysis Office of LANL’s ESA Division has several scientists (two full-time Staff

Members, one Postdoc, and severs! students) who use computers to study a variety of civil engineering

problems. We spoke to one of them, Dr. Charles Farrar, to further understand the role of supercomputing

(if any) within the construction industry in the United States.

Dr. Farrar and his colleagues carry out engineering analyses related to seismic stability for new buildings

at LANL. Dr. Farrar is also we!l known within the nuclear community and has carried out similar

assessments of power plants for the U.S. Nuclear Regulatory Commission. Their team has funding from

many external sources for other analyses, such as highway bridge evaluation. They also conduct some

basic research related to geology of faults, trying to understand the mechanism of energy release during

earthquakes.

The assessment of both bridges and power facilities centers on analysis of deformation damage caused by

vib~ation, This is usually estimated through experimentation, and Farrafs group carries out such studies

even though they are often very expensive, However, computer simulations using the finite-element

method are also an important rneam of evaluation. The simulations can predict both the “shape” of the

deformation and also what conditions will iead to stresses that exceed the limits cf the materials used,

(Interestingly, Farrar mentioned that for many structures these limits are provided by the American

Society of Engineers in the form of stress tables. However, the data in the tables are generally obtained

from laboratory experiments, and up to now, no one has bothered or managed to verify them using a

supercomputer, Farrar believes that there is a need to do this. )

Farrar mentioned thut many civil engineering simulations are not complex enough to need

supercomputcrs but otkmrs most definitely arc, For the latter, Farrar uses LANL’s CRAY Y-MP

supercomputers. Some problems require that a large, sparse matrix be inverted up to 10,000 tini~sl which

takes many hours on a workstation, but can be done in a few minutes on the Y-MI>,

Farrar also gave us several ckmr examp!cs of how advanced computers can improve civil engineering

simulations, For a given strurturc, sometimes the d,ifferencc between a supercomputer simulation and a

workstation simulation means that the response of ~ structure can bc estimated for a Iongw period of

time, For cxa,nple, Farrar showed us simulation~ of how reactor containment VCWWISrcsprmd when

subjcctcd to an mrthquakc, As !nput data they usc actual traces from rwismic recorders during real
earthquakes. The data trace ciin be up to n (Owmnd duration but Farrar’s sirnulatit)ns only nnalyzed

ilb~ut 10 seconds of the trace LIIIL! to !he long simulation tinw.

Another wmtnplc from his rractor studies concerned how gconwtric or material irrrgularitiw in a reactor

vc~scl can require significantly Iongcr simulations and yield Significantly different rwults. Typically, M

rwwtot vwvwl is hi~h]y symmetric, no thnt only a portion of it, sity one. half, ncw.is to tw simulated.
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However, a small defect at a single point can destroy the symmetry requiring that the whole vessel be

evaluated to understand the effect of a defect in one part of the container. This adds significantly to the

simulation time and can yield significantly different results from the symmetric simulati,ms. However,

Farrar also pointed out that relatively poor understanding of the physics involved may have an even

larger effect. For example, how to include the effect of dampening of seismic waves is poorly understood.

Dampening in Farrar’s supercomputer simulations can easily mean the difference between a reactor tlmt

will collapse and one that will survive,

The finite-element computer code used in Farrar’s team is ABAQUS, which is a wideiy-used third-party

program from Hibbett, Carlson and Sorenson in Providence, Rhode Island. ABAQUS, and other

programs like it, currently run on PCS, workstations, mainframes, and vector supercomputers, although

supercomputer users are probably the smallest contingent. Notably missing from this list of computers

are massively-parallel machines. Commercia! products such as ABAQUS huve not yet been ported to

these machines.

Farrar mentioned that most construction companies in the U.S. do not do extensive finite-element

modeling because they do not have access to enough compute power to be able to run these simulations

economically, The engineering firms that do run simulations tend to use very simple models thakcan be

run cm workstations. Other work is done at various universities, such as the study 0$ earthquake effects

on highways and long elevated bridges being carried out at several California universities and funded by

CALTRANS. According to Farrar, U.S. compamcs do not conduct as much testing in general as Japaneae

companies do and the Japanese construction Industry has tar better experimental facilities than are

available in the United States,

A significant problcrn in civil engineering that would Icnd itself to supcrcomputin~ simulations, Farrar

feels, is w)mcthing cilllcd “tmdSc scour” This occurs during flood conditions when the rushing water

“scours” out the base from ~round bridge piers, exposin~ the underlying pilings and endangering the

bridge structure. Not much is known about exactly how this occurs. t !n icwls that computer modeling of

this phenomenon is badly nwxlcd, and it is dcfinitoly a supcrcomputcr problem becnltw of the need to

muple the simulation of the water flow with the stability of tlw bridge, ‘l-he only work currently bcirq;

done is some cxpcrimcntal titudics at thu tiydraulim Laboratory at Cuiormiu Statu University. Farrar

feels that tl o lack of pro~rcw in this urcn i~ mostly duc to n lack of hlrldin~ It Sl!(’M!Jthat mont of this

type of work is fundvd by the f:vdcrnl 1lighw~~v Admir:istration and thvrc ap~wars to be a lack of

mgwncw thwe tt~change (hi ways of lookin~ at problmns [Ind to umbracu ‘new technology.” However,

since using ttw “old wuys” Imds dvsi~m:rs to uw (wwly ctmscrvativc dwigns (ilccording tt~Farrar )1l!.%’of

nl(}r(’sopllisticillml ilflill~SL’k And tdlnlllmvi tl\rt)u@l ctmlputatiun t’oilld sdvv rnonov$
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3.15 Los Alamos National Laboratory Advanced Computing Laboratory

Several factors are involved in a comparison of U. S, vs. Japanese industrial supercomputer usage, Both

organizationally and structurally, the two countries have approached the issue of high performance

computing in a different fashion. We saw many supercomputers bought by Japanese companies; there

appears to be a more modulated and cautious approach involving less risk in the United States. Through

its numc us national laboratories and collegiate supercomputing centers, the country has provided a

focus po t for industries to “get their feet wet,” as it were, prior to making a more significant investment

of purcl iing supercomputing hardware. National Laboratories that have to this point turned their vast

research resources towards defense activities, are now in the process of redefining their missions. For

many of them, including Los Alamos National Laboratory, this has included providing strong ties to

related civilian industries, such as automotive, gas and oil, and financial, There is a strong push for

technology transfer of skills and products between the laboratory and these companies. There is an

especially active approach, in part a surwval effort, to find and nurture these new “customers.”

Concrete structures are in place to enable this to happen, The government has instituted formal

Collaborative Research and Development Agreements (CRADAS) for projects of mutual benefit to

industry and government, The process has been established to pcimit these collaborations to proceed in a

timely fashion and is designed to cut through the bureaucracy that has traditionally },ampered these

activities, (Currently, at Los Alamos, about 150 CRADAS arc in place). To our knowledge, such

collaborations, at least through this formal type of structure, do not exist in Japan. Onc of the industries

that is a significant participant in CRADAS is the petroleum indtstry. As there exis!s no counterpart

industry in Japan, it is difficult to make a comparison of computer access for this sector in the two

countries,

The Advanced Computing Laboratory (ACL), located at Los Alamos National Laboratory, was

wtablishcd in 1988 as an cxpwimental facility to investigate hi~h pcrformtincc computing in an

environment that would allow innovative, promising computing resources to bc made available, without

impacting the operations of the centralized production computing facility in Los Alamos, Rcscar’chers,

both acadrmiic and industrial, as well as Laboratory scientists, arc encouraged to pursue rmearch on

lending-edge computers. Because of the potential high pcrformarwc of thww parallc! computers m-d their

hrgc purchaw cost, it i 4often dcsirilble, but unfciisib]c fur rwwarchcrs to test applications on them in their

own unvi:onmcnts, The A(’1. cnablw uwrs to make N modost inv~wtnwnt with Iimitcd ri~k bcforo

wlccting (if at all) {Icomputer for thdr own site, I’aymcnt for rwwurcos has bum handled in a variety (f

way~, from contributing to thv purchase of tacility equipment to pnrticipntin~ in itn apprxwcd rwscarch

progrom for which fllndin)~ Ilils bclw illlocatd to th(! At.iviIINxd (.’on~putit\~ l,itbori~tol” y As limo has

}:OIW on, many industrial ~wncvrf\~ lmvc bwwtnc cllrmts at thr AU,, using Li~borntory expvrtisc tu help

solve their particulfir applicwtitm and /t}r ovaiiing thwnwlvcs tjf ttw n~msiv[$ly parallel ~uporcomputww in

tlw fi~itllity, t~urrcntly, tho ACL, }UJUWSa 1024-proccswv L’M..5 fr{}m ‘Winking Machinw L’orpm’ation
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(TMC) and a Cray Research, Inc. 128-processor T3D, as well as numerous high-end scien:dic

workstations.

Because of the interest of industry in the program, a new Center called the Computational Testbed for

Industry (CTI), was established and resides within the ACL. Established in 1993, the CI’I offers several

categories of membership, starting at $10,000, in which a business may purchase both computing

resources on the TMC CM-5, various Cray computers, cluster computing systems, and also Laboratory

expertise on problem-solving through team efforts and on-site collaborations. The membership also

provides for consulting and attendance at workshops on topics related to high performance computing.

These agreements, called User Facility Agreements, number about 25 at the time of this report.

The presence and encouragement of a facility such as the ACL provides sharp contrast to the apparent

lack of access to parallel and novel computing architectures that we encountered in Japan. An exception

to this is the collection of research laboratories located in Tsukuba. As mentioned elsewhere in this

report, parallel computers are installed in several sites there and appear to be functioning in the above

fashion, Thus, the comparison is oblique because different environments and emphases seem to affect the

whole picture. Other factors, as dwcussed in this report, must be interleaved with the above observations

before any definitive conclusions are made about the relative strengt}is of the two countries in high

performance computing.
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3.16 Some Conclusions from the Case Studies

Though we were unable to visit companies in all th: fields t’or which we originally had hoped, there are

still many conclusions that can be made from the visits. Some can be drawn regarding the Japanese

companies themselves and some can be concluded by comparing them to their U. S. counterparts, namely

in the areas of automotive, service industries, and government research labmatories,

First, a wide variety of industrial users in both countries have employed some sort of high performance

computing to achieve their product goals. The automobile industry in both countries relies heavily on

supercomputers and the role of the supercomputer in this industry is fairly well understood. In other

industries, such as the construction business, more initiative in supercomputing use has been shovm m

Japan. One reascm may be that most U.S. construction companies are much smaller than the ones in

Japan that own supercomputers (aithough Bechtel’s size is certainly in this range and they don’t use

supercomp~ters), The Japa,~ese use of supercomputing in the construction industry ~ppeared to be a case

of “follow the leader,” As one company purchased a machine, others seemed to be eager to do likewise,

so as not to be left behind, (We were told more than once that this is a common phenomenon in Japan.)

The use of supercomputing in chemical and pharmaceutical firms differs in both countries. Whereas

companies such as DuPont are using their computing resources to do actual process control, most

Japanese chemical companies are pursuing purely research issues on their supercomputf rs.

In both countries business at computer service industries appears to be declining as many more clients

arc turning to less expensive, high-performance scientific workstations to solve !fieir problems.

Consulting on solution mechanisms and suitable algorithms may continue for them, arxl this maybe the

biggest draw of these companies in the future.

One area in which we saw an apparent difference between the U. S. and Japan is in the usc of massively

parallel computers. Whether this is because of the sluggish JapiInwc economy that is hindering research

in this area or whether it is because of other factcrs was not always clear. Currently there is heavy

reliance on vector supercomputers throughout much of Japanese il~dustry, Thu automotive indmtry

stressed the importance of simulation techniques to automobile development and is a large user of Cray -

type vector supcrcomputers. At both Toyota Central Research and Ilwwlopmcmt Laboratory and Nissan

Mc)tor Corporation, we did hear that they would like !O have more computa[iona] power for

computational fluid dynamics applications and WCW,therefore, intwcstwi in using parallel computers. It

is uncertain whcthw this will come about in the near future.

[Jf the tw{) companiw we visited in Ji~p~l~that malw consumer products, Miltsushita was the o[dy one

that we saw using supcrcomputing to develop n consumer product (rice (ooker and microwave oven).

t litiwhi plobably uses some of its okiur supcrcomputcrs in tlw dcvckqnnm~t ~~fits consumer products, but

we w(y(~ not able to obtain ,Iny infornmtit}n as to what tlws~’ ww.!, “1’hcMi~t~udlitii example was treated
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with some chuckles when we mentio ~d it at other companies during the rest of the trip, Since rice

cookers are big bus lness in Japan, it seemed reasonable to us that heat studies and conduction flows

would be modeled, but other companies inferred that perhaps Matsushita just “didr’t know what to do

with their supercomputer.”

Although we saw several instances of supercomputers being used in product development, we also saw

many examples of usage more related to basic research, such as at Matsushita, CTI, Toyota Central

Research and Development Labs, and Hitachi.

We are aware of only one other attempt at a broad survey of computational science in Japanese

companies. Focardi [1] visited Konoike Construction, NEC, and Ohoayashi, as well as a Japanese

National Laboratory, five U.S. companies, a U.S. university, and a U.S. National Laboratory. Although a

direct comparison of U.S. and Japanese supercomputer usage was not a specific objective of Focardi’s

work, he nevertheless drew several conclusions about differences he observed. F’ocardi carried out his

research under contract for the Swiss National Government, and in particular, a Swiss national

computing facility attempting to persuade European companies to form cost-sharing partnerships with it.

Generally speaking, we believe Focardi’s report portrays both computational science and Japanese R&D

in a somewhat optimistic and flattering way. Shown below are two of Fucardi’s findings, and some brief

notes comparing them with those of our own.

. “Japanese do not go through a cost justification process o. investment to the same extent as their

American counterparts.” We did not find this to be especially true at the companies we visited. Perhaps

Focardi’s research reflected more the conditions during the Japanese “bubble” economy.

“ “1’op Japanese management is persuaded that investing in R&D [and therefore supercomputers] as a

way of augmenting the company’s assets. , .“ In Chapter 2 we noted several examples of companies for

which this was true.



4. Summary and Conclusions

The primary goal of this report was to compare supercomputing usage in the U.S. and Japan. In contrast

with last year’s stud y [1], which focused on supercomputer manufacturing capabilities, the primary focus

of this work is to compare where, and how well supercmnputers are being used in the two countries.

There were two important motivations for carrying out such a study, as mentioned in the introduction.

The first was our prior impression that more Japanese companies used supercomputers than American

companies. However, the survey data in Chapter 2 of this report show that this is not the case, if the most

powerful supercomputers that exist today are the basis for comparison. Our previous impression had

been based on data collections for Japan that included many machines now considered to be low-end

models. Today, roughly the same number of businesses in the TJ.S. and Japan are using supercomputers.

The difference we see between the current tallying and the previous studies means that many Japanese

companies are not purchasing upgrades to their older systems. They are apparently “making do” with

less performance than they could get if they bought a machine today. Given the importance of

supercomputers in shortening the development cycle for commercial products, we believe they are

therefore at a disadvantage. We postulate that any simulation that can be done on a supercomputer can

always make use of more computational power. Either longer times can be simulated or a finer scale can

be used or the effect of a greater number of parameters can be studied. We doubt that they have given up

on the idea of supercomputing altogether. More likely possibilities are (1) economic conditions prohibit

the expenditure; (2) they are reluctant to try parallel machines (see below); (3) they are waiting for

Japanese manufacturers to provide parallel systems instead of having to buy one from an American

vendor; and (4) they are using high-performance workstations instead of supercomputers.

A second important motivating factor in this study was the fact that Japanese supercomputers ar.:

equipped with user environments that match that of japanese mainframe computers. This compatibility

might have been why more Japanese companies use supercomputers than their American counterparts,

because it would have been easier for Japanese companies to upgrade to supercomputer-class machines.

Although this was an advantage in the earliest years of supercomputing in Japan, our research for this

report suggPs!s that both Japanese supercomputer vendors and Japanese supercomputer users actually

suffered a detriment by having mainframe-compatible supercomputers. This is because in the late 1980s,

the supercomputing world in the US. and in Europe evolved to “open” supercomputing environments

ihat offered greater software and interconnection capabilities, However, with their own proprietary

operating systems, not only did Japanese vendors lose sales, but companies using Japanese

supercornputers also became isolated, lacking in applications software, and probably suffering an overall

loss of productivity in their supcrcomputing research. A!though this situation is now improving, as all

thrw! ,nain Japanese vendors move to more open, UNIX-like systems, our field research (Chapter 3)

115



sllggests that many users of Japanese supercomputers are still not operating in what we regard as state-

of-the-art, “user-friendly,” productivity enhancing environments.

Recently, one of the authors attended an external review of the Los Alarnos Computin& Inforrnatio~ and

Communications Division, at which it was asked, “who are the main competitors of Los Alamos for the

title of ‘World’s Best Computing Faality’.” Among the names mentioned were the National Center for

Supercomputing Applications in Illinois, the DOD High-Performance Computing Center in Minnesota,

and Japan’s National Aerospace Laboratory. The last of these was included because it currently houzes

what may be the world’s most powerful supercomputer, the NWT machine made by Fujitsu. However,

while the best hardware is certainly an important component of the resources needed to apply

supercomputin& other factors may be equally as important,

In Table 4.1 we summarize what we believe to be the relative status of the U.S., Japan, and Europe in

several of these other factors, what have been called “core subfields” of computational science [2]. I-or

this subjective comparison we use a scale that covers the range - (worst), O, +, ++ (best). An arrow next to

a rating indicates the expected change in that rating over the near term. The “data” for this table come

from our own various impressions: from the supercomputing literature; from using supercomputers, and

from our field research.

The United States currently !eads Japan in all areas except hardware reliability, which has been a problem

for some recent high-end supercomputers. In several key areas, especially high-speed network.i,~g and

multiple-processor design, Japanese technology is Mind but rapidly improving. In both of these areas

Japanese companies possess many core strengths (especially in electronics, optics, and semiconductor

device fabrication) that may allow it to catch up soon or even catapult into the lead. In other areas in

which the U.S. leads, such as user interfaces, the advantage is unlikely to last, because such technologies

are easily duplicated or are readily and freely available anyway. Of course, Japanese users will always

have somewhat more difficulty with interfaces because of the complexity of the Japanese written

language.

Table 4.1: Comparison of the United States, Japan, and Europe in Several Important
Computational Science Disciplines.

Core sub field U.S. Japan Europe

multiple processors:
design & manufacture + Ot
use + -t +

Data Communications and Networking ++ Ot ~t

Software Engineering + + o

Information Storage and Management + o 0

Hardware Reliability . + N/A

User Interfact?s + O + —

.
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In comparing U.S. and Japanese supercomputing usage sector by sector, we found, not surprisingly. that

supere=mputing activity reflects the overall commercial strengths in each countrv. For example, much of

the United States’ industrial supercomputing power is in the petroleum industry. In contrast, in Japan

there afe many supercomputers being used in manufacturing and electronics companies and in the U.S.

there are very few.

Xn Japan there are also a few relatively novel uses of supercomputing within industries, notably the

construction industry. Although construction industry supercomputing doesn’t seem to have much effect

on construction industry corporate profits, this seems to be an example of how Japanese companies are

willing to make large investments in capital and personnel in order to pursue basic research and to

“modernize” by encouraging use of new, high-technology solutions. There are other examples of

Japanese companies that also took this same optimistic, exploratory attitude.

One sector in which supercomputing usage in Japan is increasing substantially is the aerospace industry.

In both private and government facilities, but especially the latter, supercomputing is viewed as a critical

portion of an industry thti Japanese government has specifically targeted for extensive growth.

Supercomputers are being used in Japan in the design of both domestic and foreign commercial aircraft,

and in the design of what Japan hopes will be its version of a space shuttle. What very well may be the

world’s most powerful supercomputing facility is at the Japanese National Aerospace Laboratory. In

contrast, note that several commercial aerospace companies in the U.S. are currently downsizin~ their

supercomputer operations, due to lack of need for supercomputer resources.

in the U.S. the government’s role as primary funding source for supercomputing is still quite

considerable. If one counts both government labs and governrmmt-fundecl supercomputer installations at

universities, the U.S. Government is still the largest funding source for supercomputing. In Japan the

goveniment’s role is growing substantially, and over the last two years or so, government supercomputer

purchases have far over-shadowed those of Japanese industries, both in quantity and value. The Japanese

Government’s “economic stimulus” program, the source of most of the supercomputer purchases, is a

much larger form of support for the supercomputer industry than Japan has undertaken until new. The

program has primarily benefited Fujitsu, which is currently the strongest of the big three Japanese

supercomputer vendors, both in terms of technology and supercomputer profitability.

In addition to the function as an economic stimulus, Japanese Government supercomputer purchases arc

intended to improve national research facilities that had been under-f wlded in computational capabilities

and to improve basic research in Japan. Although Japan has not explicitly identified “grand challenge”

computing applications, an estimate of what they might be car. be made by noting where the

supcrcomputers are being placed. A comparison of US. and Japanese “grand challenges” is shown

below [3], For the Japanese entries, the installations at which most of the work is being Icarried out are

given in parenthesis.
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. .

Grand Challenge Computing Applications in the U.S.

. Aircraft c Computing Education
● Combustion Modeling ● Plasma Physics
. Particle Physics ● Oil Reservoir Modeling
. Environmental Modeling ● Space Science
. Molecular Biology and Biomedical Imaging ● Parallel I/O
. Product Design and Process optimization

Possible Grand Challenge Computing Applications in Japan

● Aircraft (NAL) “ Nuclear Power (JAERI and PNC)
. Flexible Computing (RWC) . Single-Atom and -Molecule Properties

(JRCAT)
“ Solid State Physics (RIKEN, NRIM) ● Telecommunications

Abbreviations:
NAL: National Aerospace Labmatory
RWC: Real World Computing Program
RIKEN: The Institute of Physical and Chemical Resealch
NRIM: National Institute for Metals Research
JAERI: Japan Atomic Energy Research Institute
PNC: Power Reactor and Nuclear Fuel Development Corp.
JRCAT: Joint Research Center for Atomic Research

The United States is now well ahead of Japan in beginning to apply parallel processing to scientific and

engineering problems. Hardiy any Japanese companies use big parallel macktines now. The Japanese

firms are more reluctant than their American counterparts for several reasons. First, the recession in

Japan is causing companies to cut back on R&D expenditures and new computing s}stems are not spared

in this regard. At the present time there is only one importal~t Japanese manufacturer of parallel

processing equipment; however, that company’s product would prcbably be regarded as very expensive,

even in the best of economic times.

Second, in Japan there is a more conservative approach to new technologies in general, and companies

that have been producing simulation results on vector computers are not willing to devote the effort to

rewrite computer codes for parallel systems, To be sure, this attitude also prevails in many US.

companies, An important difference, though, between the U.S. and Japam is the enormous experience in

parallel processing that has accumulated at U.S. National Laboratories and universities. ~’his has

translated into a much larger interest in parallel processing at U.S. companies, and therefore a distinct

advantage over Japanese companies. Mo5t importantly, there is a critical difference in the way tl~at U.S.

and Japanese companies are able to access state-of-the-art computing technologi( ,. For example, an

American compmy wishing to “dabble” in parallel processing may do so by forming partnerships with

the Laboratories or NSF National Supcrcomputm Centers. In so doing they arc able to determine, in a

reduced-risk environment, which of the new technologies can hcncfit their applications. In contrast, in

Japan there ale few, if any, national computing resources that are available to industry. Even if there

. .
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were, experience with the latest machines is still lacking in Japan. Also, most facilities in Japan that have

the latest machines are dedicated to a single kind of saentific researd so it is difficult for those outside

that field to collaborate.

A key phrase in the preceding paragraph was “reduced-risk” which simply means being able to gain

experience with parallel machines without having to buy one. A state-of-the-art supercomputer

repre%efits a huge investment, in terms of initial cost as well as in continuing hardware and software

sup] ort. (Thus, although we have not studied the correlation in detail, it seems \-leer that only the biggest

companies, both in the US. and Japam can afford to buy superc.ornputers.) Although high-performance

computing ia now in a state where enormous benefits can be reaped from use of the most recent

hardware, these benefits generally do not come without significant expenditure of effort in iurung

programs, understanding their performance, and choosing the tight machine for a given application from

a wide variety of choices. The situation is quite different from that of about 15 years ago, when vector

processors started to replace mainframes and non-vecior supercomputers. In that case, it was generally

much easier to achieve an increase in performance with a new machine, and it was also easier, before

using the machine, to estimate the improvement it would provide.

Another aspect of the risk invol~-ed with parallel computing relates back to applications software.

Companies that develop applications must try to target their products to both hardware platforms that

have large user bases and companies that have reasonable expectation for long-term survil~al. With so

many different strategies for designing parallel systems, with so little standardization of parallel

programming languages, and with so many relatively small, capital-poor companies designing parallel

systems, the parallel computing market is in a state of flux and great uncertainty.

Thus, we believe that availability of large, multi-disciplinary computing research centers are an important

advantage for both US. companies as users and U.S. supercomputer vendors, and that this attests to the

success of DOE and NSF high-performance computing programs, In our survey we found several

examples where companies in Japan will own their own supercomputers whereas companies of the same

kind in the US, do not own their own machines. However, in several instances, the US. companies carry

out the same kind of simulation using m NSF or DOE machine, We also found examples in Japan of “

companies that wanted to experiment with parallel processing but had no means of doing so,

Note however, that by reducing risk for American companies, the U.S. government remains as the

primary funding source for advanced parallel systemsi The high cost of most tmpercomputers maku~

their very existence a pawn of other factors, such as govcmmr; It support and acceptance, This also has

played a large part in some recent upheavals in the supcrcomputer business during ihe past year.

In both the US. and Japan the real “grand computing challenge” is development of portable and reliable

applications software for parallel machines, So far there is a deart’~ of applications of interest to

commercial users, Thus, nlthough there arv currently many more companies that have irwtal!cd largc-

scalc parallel machines in the U,S, than there are u, Japan, it is not yet clear that parallel processing ha~

119



provided a significant competitive advantage in the commeraal sector. The few select exceptions to this

generally do not involve numerical simulations; rather, they involve manipulating large quantities of

data. The majority of parallel computers installed in companies are still primarily being tested and

developed and have not contributed significantly to “getting there first.” Vector processors remain the

production computing workhorse,

The Changing Face of Supercomp~ting

Given the additional risk in successful use of today’s newest supercomputers and the known large

startup costs, the question that arises is who, if anyone, will continue to be able to afford them? As a

discipline, “supercomputational” research, meaning the kind of research one can do using a

supercomputer, is definitely here to stay, having proven both its economic as well as its intellectual value.

However, it is likely that in the future, more and more supercomputer simulations will not be carried out

using what we now call supercomputers,

As is well known, advances in microprocessor performance and semiconductor integration levels mean

thrit much less expensive computing soluticms such as workstations are attractive for scientific

computing. We can see few reasons why the popularity of workstationa (and personal computers) will

not continue to grow. For example, a common practice in supercompufing today is to set up a simulation

using high-level graphics and Computer Aided Design (CAD) systems running on a workstation. Than

the simulation input is sent over a network to a supercomputer, wi.ere the actual “number munching”

takes place. Afterwards, the results are sent ba~ and the graphical output of the simulation is viewed on

the workstation. As workstations become more and mere powerful, there may bc little reason to be

encumbered with the supercomputer step at all.

Even today, although supercomputers still maintain significant advantages over workstations m raw

speed and memory size, many users hwe already eliminated supercomputing fro,n their R&D efforts,

An important e~ample is the oil industry, one of the largest and wealfhied of supercomputer users.

Western Aths Software, a company that provides software to oil industry users recently reported that

new software is not being developed with vector computers in mind, Western Atlas finds that its

customers are quite willing to accept the longer waiting time for their simulations to complete on Icss

cxperwivc hardware, Other factors, such as the desire to ma{ntam separate, autonomous computing

facilities at exploration sites, rather than a single, centralized one located at a remote researchlaboratory,

are causing petroleum companies to abandon expwudvc large-scale computing hardware.

This is not to say that there will be absolutely no role for the biggest machinm Again, the petroleum

industry is a go~d example, having recently purchased some of the Mggest configurationri of the newest

mamively parallel machines and using them in time-critical applications of corporate-wide importance.

Also, the migration away from vector supcrcomputera may bc counterbalanced by the discovwy of ncw

applictitions that can only bc carded out on the most powerful supcrcomputcrs, “rhc cmcrgcncc of
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datamining applications in the last year or so is an ex~ mple. However, over time, workstations will

continue to absorb more and more of existing supercomputer workloads. Vector and parallel

supercomputers will not disappear, but their unique range of application will dirninisl~ substantially.

in fact, in the United States, we are willing to venture the guess that in the last year or so more progress in

the application of high-performance computing to science and engineering problems has come from

advances in areas unrelated per se to the supercomputer itself; rather, they have come from advances in

movin~ visualizin~ storin~ and sharing data.

Note that workstations will provide high-performance computing to a greater number of people, in effect,

providing “supercomputing for the masses.” It is possible that such a trend may have a greater effect in

Japan than in the U,!%,because up to now, supercomputin.g has been less available to large numbers of

users in Japan.

We have some general comments about this report and the research that led to it, An “assessment of

supercomputing usage” turned out to be a larger and more complicated task than we had first

envisioned, The field is so dynamic that it is difficult to prcvide an assessment that accurately reflects the

situation at both the beginning and the end o{ the study. This aspect is particularly true for the kinds of

analyses given in Chapter 2. Also, the breadth of the supercomputing field today, in geographic as WCII

as scientific reach, virtually ensures that a fully comprehensive study is difficult at best. Finally, although

iield research is an invaluable means of d ~ta collection, one must be careful not to over-generalim from

the results and to note any inherent hisses the researchers may have, In fact, this s)’‘dy showed how even

three observers from the same home institution could easily reach different conclusions based on the

same observations. There is, however, one clear result on which wc all agree and it is the reason that all

of us continue to work in this area: High-performance computing remains one of the most exciting and

important devclopmtmts of our time, and onc that will continue to provide th~ opportunity for immense

achicvcmcnt in both scicncc and commerce, As Richard Fcynman said, “This isn’t Iikc driving down

Rou!e 66 and stopping at a I ioliday Inn; this is an adventure!”
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Glossary

Algorithm:

Architecture:

Benchmark

CFD

Chip:

Clock cycle:

CompileR

Connection Machine:

GFLOl%:

IC:

LINPACK

MHz:

MFLOPS:

Microprocessor

MlMD:

MPP:

Multiprocesmr:

A specitic set ot steps usect to solve a computational pro~lem.

General term that describes the design features of a computer system,

The process by which the true computational speed of a computer is
measured.

Computational Fluid Dynamics; using numerical methods to simulate the flow
of gases and liquids.

An electronic device made of semiconductor material, usually silicon, on
which digital logic circuits or digital memory circuits are printed.

All computers have their own internal clock, The clock cycle is the period of
time between clock ticks. Also known as clock period, it is quoted generally in

nanoseconds (10-9 seconds), and is the reciprocal of clock frequency (or clock
rate) which is generally quoted in megahertz (MHz).

Computer software that translates a user’s progxam into machine language.

A series of massively parallel computer systems manufactured by Thinking
Machines Inc. (Cambridge, MA).

“Gigs-f lops,” or billions of floating-point operations per second, a unit of
computer performance for scientific calculations.

integrated circuit.

A mathematical analysis software package, one of ti, routines included is
frequently timed and used as a “benchmark” performance metric.

Megahertz, or millions of cycles per second,

“Mega-flops,” or millions of floating-point operations per second, a unit of
computer performance for scientific calculations.

A central processing unit implemented on a small set of (generally 1-8)
computer chips.

Multiple-irwtruction multiple-data, a programming model in whi~h all
processors in a syst~m cxccutc their own instruction streams asynchronously.

Massively parallel processor, a type of computer architecture cmpkwing at
least hundreds, and gcncraliy thousands of processors,

Any computer system with more than one proccwor.
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Network:

Node

NWT

Paragon

Pipeline

RISC

Scalar

Scientific workstation:

Shared memory:

SIMD:

St’ARC:

Superscalim

T3D

TFLOPS:

Vector computen

Vector processor:

Vectorize:

VPP500

Workstation:

In a multiprocessor system, the hardware used to interconnect processors and
allow communication between them. Also referred to as interconnection
network or communication network. Networks are characterized by, among
other things, their topology, latency, and bandwidth.

Synonym for processor or processing element.

A parallel processing supexcomputer designed by Fujitsu installed at Japan’s
Natioml Aerospace Laboratory

A series of massively-parallel supercomputers manufactured by Intel.

Term used to refer to the series of consecutive hardware steps that must be
carried out to perform arithmetic in most computers.

Reduced instruction set computer. A term generally used to describe the
kinds of microprocessors used in saentific workstations.

Refers to a single data value, as opposed to a string of similar values. Often
used to refer to computation that cannot be vectorized.

A relatively small, inexpensive computer system generally consisting of a fast
microprocessor, disk and a large video display terminal.

A type of memory architecture in which any location in the memory is
accessible from any processor in the system.

Single-instruction multiple-data, a programming model in which all
processors in a system have to execute the same instruction on data located in
their memories at identical locations.

Scalable processor architecture, a proprietary microprocessor design owned by
Sun Microsystems, Inc.

A computer architecture in which more than one inst’ uction is issued in a
given clock cycle,

A series of massively-parallel supercomputcrs manufactured by Cray
Research, Inc.

“Tera-flops,” or trillions of floating-point operations per second, a unit of
computer performance for scientific calculations,

A computer comprised of one or more vector processors,

A processor that carries out computation in an assembly Iinc fashion, i~nd
generates more than one result with a single instruction,

To cause a computation to be performed in using vector hardware,

A paralld supercomputcr manufactured by Fujitsu, Ltd.

Same as schmtific workstation.
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