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An QOverview of
Kerberos: A Network
Authentication System

Cheryl Steverson
DOE Center for Computer Security

This paper provides an overview of the
Kerbero. del, a network authentica-
tion sysesigned to “[verify] the
claimed identity of a client or service™ as
presented by D. E. Geer Jr., J. A. Roch-
lis, and J. I. Schiller at the USENIX

Summer 1989 Conference in Baltimore,
Maryland.

The Kerberos system, designed and
implemented as a part of Project Athena*
at the Massachusetts Institute of Tech-
nology (MIT), is a network authentication
system “. . . based on the Needham and
Schroeder third-party model and using
private-key encryption.”? Kerberos pro-
vides a trusted third-party authentication
service between a client and a server or
service that ensures the identity of the
client or service to the other network
entity.

The physical environment in which Ker-
beros operates at MIT “. . . currently con-
sists of 850 hosts" of which 450 are public
workstations located throughout the
campus and available to any member of
the MIT community; another 100 are
dedicated servers; and the remaining
machines are private workstations owned
by individuals or staff. The workstations
are primarily DEC Vaxstation Ils, Vax
2000s and IBM RT/PCs. In addition,
there are “a variety of peripheral devices,
notably laser printers, at the ratio of one

COPY

per eight workstations.” In this environ-
ment “the primary security threats result
from the potential of a workstation user to
forge the identity of another user in order
to gain unauthorized access to data and/
or resources.” Because of the insecure
nature of a workstation, “including oper-
ating systemand networkinterface ...an
authentication service is required to
counter such attempts.™

Encryption

The Kerberosimplementation atMIT uses
the Data Encryption Standard (DES) al-
gorithm because it provides a cost-effec-
tive encryption solution for the MIT envi-
ronment. Most nodes in a Kerberos en-
vironment will have software DES; a few
nodes—namely, the Kerberos Key Distri-
bution Center —will have hardware DES.

Kerberos provides a
trusted third-party
authentication service
between a client and a
server or service that
ensures the identity of the
client or service to the
other network entity.

The encryption mechanism is designed
in a modular fashion so that it can easily
be replaced. Because it is illegal to
export DES, it must be replaced in Ker-
beros versions intended for export, and
other encryption mechanisms should be
considered for Kerberos versions in-
tended for use in environments with higher
security requirements.

The Kerberos Model

The goals of the Kerberos Model are
detection of unauthorized user activities
such as masquerading and other “fraudu-
lent connection attempts,” prevention of
the release of message contents to other
than the intended recipient, and detec-
tion of message stream modification.! To
detect masquerading, “. . . each associa-
tion [of client and server] must be estab-
lished in a manner which allows secure
identification of the principals at each
end.” For both the user (client) and the
service, “knowledge of [the] encryption
key proves identity.” However, the key
production and distribution system must
be trustworthy and protected. The Ker-
beros Model uses a Key Distribution
Center (KDC) to perform this function; it
“knows primary keys for all principals”
and “distributes session keys encrypted
in appropriate primary keys to principals
wanting to communicate.” This “requires
a secure communications channel to
establish each principal’s primary key,”
as well as physical security for the ma-
chine hosting the KDC. A “compromise
of [the] KDC is a disaster!™

To prevent a “playback of a previous le-
gitimate [connection],” the Kerberos sys-
tem uses a “challenge~response” ap-
proach; “one party sends [an] encrypted
challenge [and the] other party replies
with some function of the challenge, also
encrypted.” To verify that the connection
request is current, the challenge and
response include encrypted time stamps.
Synchronization of clocks is accomplished
using the Network Time Protocol
(RFC1059).2

““Project Athena is a joint effort between MIT and a number of external sponsors, principally Digital Equipment Corporation and International
Business Machines” to develop and implement a network services model for an educational environment. *. . . An experiment in computer-
aided education, its charter is to create a computing environment that fosters educational innovation." Athena has developed several network
service systems that perform functions including a service management system, a name service system and Kerberos—a network

authentication system.?
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To prevent the release of message con-
tents, Kerberos encrypts message pack-
ets—protocol data units, or PDUs—us-
ing keys that are administered by the
KDC. The security of these packets is
ensured by using akey granularity appro-
priate for the security level required by
theimplementation, by using cipher block
chaining (CBC) to prevent the exposure
of block-aligned data, and by using initial
vectors that are pseudo-randomly cho-
sen for each association.

Detection of message stream modifica-
tion is frequently provided through the
mechanisms controlling the prevention
of message contents release. “A PDU
decrypted using the wrong key will be
detected with high probability; changes
made to an encrypted PDU asittraverses
the network will [also] be detected with
high probability when the PDU is de-
crypted.” However, CBC techniques are
“subject to exchange of cipher text blocks
or [to] insertion of pairs of cipher text
blocks.” To prevent this, a CRC [cyclic
redundancy check] or other code with
good burst properties may be added to
the PDU before encryption.?

authentication—not
authorization . . .

Message authenticity is established by
determining “to which [client—server] as-
sociation and to which direction a PDU
belongs.” Both the “insertion of a new
PDU into an association stream” by an
intruder and a playback attempt from
another session are detected with high
probability in the Kerberos system by
“using a unique key per association.” Be-
cause a unique key exists for each asso-
ciation—the key issued by the KDC—
Kerberos uses it to protect the integrity of
the PDU. Detection of “playback from
[the] same association, but {in the] oppo-
site direction” is addressed by the inclu-
sion of a direction bit in each PDU.3

To ensure the correct ordering of mes-
sages, Kerberos must detect deletion of
a PDU, a change in order of a PDU, and
the duplication or playback of a previ-
ously valid PDU. To protect against PDU
deletion and a change in order, Kerberos
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includes a sequence number encrypted
along with the other contents of the PDU.
Kerberos protects against playback by
assigning unique sequence numbers to
each association.

Kerberos does not address the preven-
tion of traffic analysis, nor does Kerberos
detect denial of message service or Tro-
jan Horse software. Kerberos provides
authentication—not authorization, “e.g.,
aln] NFS [Network File System] server
can be sure that it is [a specific user]
asking to read a file.” Applications soft-
ware may, however, use this authentica-
tion information to make discretionary
access control or authorization decisions.

Kerberos's Design Goals

In designing the Kerberos system, the
developers’ primary goals were to pro-
vide reliable authentication services while
requiring “minimal modification to exist-
ing network applications . . ." and to
remain “transparent [to the users] during
normal [system] use . .." To avoid any
burden to system users, Kerberos re-
quires only one password that the user
enters at login in order to gain access to
authorized network services. “No clear
text passwords [are transmitted] over the
network.” A further goal for Kerberos

was to limit the window of damage if a
compromise is successful.

The Kerberos Implementation

Tickets and Authenticators

T., = {s. ¢, address, current time, ticket
lifetime, K, } K,

A, = c, address, current time} K,

Notation
client (workstation)
server
private key of “Client"
session key for “¢” and “s" {info}
“info"‘encrypted in given key
s = ticket for "c” to use "s”
.« = authenticator for “c” to use s

C

cs

X

> XXX O
1]

The Kerberos system provides authenti-
cation services between client and serv-
ice based upon an encrypted "ticket" that
Kerberos issues to the client to allow
access to the requested service. For
example, when a user is issued a user-
name and password by his system ad-
ministrator, the password is “ong-way
encrypted [and] . . . serves as the user's
private key.. .. The Kerberos Authentica-
tion Server stores the user’s private key
encrypted under its own master key . . .™
All clear text keys are destroyed immedi-
ately after encryption.

Kerberos

1. Client sends {c, s} to Kerberos
2. Kerberos sends {K  T_} encrypted in K_ to Client
3. Client sends {T_ . A_} to Server_x

Figure 1. The Kerberos Server
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When a client requests the service of
server_x, he or she does so by sendinga
login request to the Kerberos Server from
the client machine (Figure 1).

The Kerberos Server returns a “ticket” for
the user to access server_x, together
with aunique session key, both encrypted
in the user's private key (the user's en-
crypted password). The ticket contains
the server name, client name, client
address, current time, ticket lifetime and
the session key for clientand server. The
client creates an "authenticator” by en-
crypting client name, client address and
the current time in the session key (previ-
ously issued by Kerberos). The client's
“ticket" (allowing use of service_x) and
the “authenticator” are then sent to
service_x. If the user is an authorized
user of service_x, the server can, using
the user’s private key, decrypt the infor-
mation and allow access. Should de-
cryption of the “ticket” and the “authenti-
cator"yield garbage (s!=s), “you.lose." In
addition, the ticket contains a ticket life-
time value; if ticket issue time plus ticket
lifetime is greater than current time, the
ticket life has expired and “you.lose”l®

To ensure the validity of the time fields
passed between network entities, clock
synchronization is necessary in the Ker-
beros environment and is achieved using
a master time server. To accommodate
minor deviations from the global clock, a
clock skew factor is typically introduced
into the lifetime equation. A note about
clock synchronization: backwards dis-
continuities will open a security hole in
Kerberos. Therefore, it is necessary to
use an algorithm to slow the clock to
achieve synchronization with the time
server instead of “jumping” back in time.
Forward clock synchronization is no prob-
lem. The ticket lifetime achieves one
Kerberos design goal by limiting the
window of damage to a fixed period if a
compromise should occur. Ticket life-
time values are arbitrary and controlled
by the Kerberos system administrator for
each user; acommon ticket lifetime in the
MIT environment is 8 hours.’

The Kerberos Ticket-granting
Service

To avoid having the user type in a pass-
word each time a service is requested,

Ticket Granting
Serv:ce

Kerberos

1
want

Server_X

ﬁ

to use [ I
Server_X .
T [
—
kgr 89
1. Client sends {c, tgs} to Kerberos
2. Kerberos sends {Kc 1gs. Tesgsl €NCrYpted in K to Client
3. Client sends {T_, A c1gs. S} 10 TGS
4. TGS sends {K_, T_} encrypted in K . to Client
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5. Client sends {T A .o} 10 Server_x

Figure 2. The Kerberos Ticket-granting Service
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the Kerberos system includes a ticket-
granting service that runs on the same
hostas the Kerberos authentication server
{Figure 2). With the ticket-granting serv-
ice, the first time a user logs in and
requests access to a service, the client
name and a request to access the ticket-
granting service are sent to the Kerberos
server.

Kerberos returns a session key for use by
the client and the ticket-granting service,
and a ticket allowing the client to use the
ticket-granting service. The client en-
crypts an authenticator as previously
described and sends this, along with the
ticket to use the ticket-granting service
and the service name (service_x), to the
ticket-granting service. The ticket-grant-
ing service sends a session key for
service_x and a ticket to use service x
back to the client, all encrypted in the
session key issued by Kerberos for use
between client and ticket-granting serv-
ice. Finally, the client sends the ticket to
use the specific service and the authen-
ticator to the desired service (service_x).

Using this scheme, a client need repeat
only step 5 to initiate re-use of service x,
and the client needs to repeat only steps
3-5torequest a new service, thus reduc-
ing the overhead involved in multiple
service requests.

Kerberos Configuration

The main components of the Kerberos
authentication service consist of the
Administration Server, the Time Server,
the Authentication Server, the Kerberos
database, and the Kerberos libraries.?
The Administration Server adds new
accounts and administers password
changes; the Time Server provides global
clock information. The Authentication
Server hosts the Key Distribution Center
and runs continuously to “. . . service
authentication requests sent over the
network by creating server tickets and
session keys." The Kerberos database
can be implemented using a simple data-
base management system; the Kerberos
libraries consist of a Kerberos library, a
DES library, and a Kerberos database
library.



Kerberos can reside on one or more
servers, with a typical configuration con-
sisting of a master Kerberos server and
one or more slave servers. The master
server is a physically secure machine
running only trusted software. The Ker-
beros database, the authentication server,
the time server (optional), the administra-
tion server, and the libraries reside on the
master server, with similar data residing
on the slave server (also secure and
trusted) in case the master is down or
busy. Other servers on the network are
typically located in only moderately se-
cure areas and run potentially untrusted
software, including user’s software.

Itis imperative that the Kerberos authen-
tication server be highly available. An
uninterruptable power source and the ex-

istence of a Kerberos slave server con-
taining a replica of the master database
will increase the availability and reliability
of the Kerberos system. The slave server
updates its database by performing read-
only operations from the master. All up-
dates to the database must go directly to
the master, thus avoiding most of the
problems associated with distributed
databases.

Kerberos Administration

The Kerberos system software includes
system administration programs that ini-
tialize and maintain the Kerberos master
server, additional servers, and the Ker-
beros database. Kerberos systemsource
code and documentation are in the public
domain.
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Gordian Key:
Access Management
System

Kenneth Grady
Administrative Data Processing
Los Alamos National Laboratory

The Center for Computer Security nei-
ther evaluates nor recommends com-
mercial products; we do, however, try to
provide information that we feel may be
useful tothose in the field. This article is
based on another group's experience
with the Gordian Key and its Access
Management System.

The Access Management System can
serve as a user authentication mecha-
nism on a wide range of host architec-
tures. The Gordian Key is a “challenge/
response” device that reads and deci-
phers an encrypted flashing pattern from
the terminal screen; the key returns a
password that allows the user to gain
access to the host computer system.

The key, together with host-resident soft-
ware, is a password-generating device
that provides a means to control access
to a specific computer system, network,
data unit, or program. One-time pass-
words are generated with each use of the
Gordian Key. The Access Management
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System consists of the host-resident
protection program, hand-held Access
Key devices, and the “Key Cutter.”

The Key device is self-contained, bat-
tery-powered, and relatively small (Fig-
ure 1); its four optical sensors read a
flashing stimulus from the terminal screen.

light sensors

o 0O 09

password
window

kgr
'89

Figure 1. Gordian Key Access Device.

The key uses encryption routines to
convert the host-generated stimulus to a
six-character password which it displays
on the LCD screen.

In our implementation, the keycutter
hardware and software are installed on
an IBM-PC; additional database software
is installed on a VAX. The database on
the PC supplies information to add keys
to the database on the VAX where ac-
cess checking is performed. The PC da-
tabase also provides disaster recovery
for the VAX databass.

The first database is maintained by a
“CUT" program and contains information
about the Gordian Key such as key
number, date the key was cut, and other
miscellaneousinformation. Correctdates
are essential to the success of this sys-
tem. The CUT program requires a spe-
cial customer key to allow access to the
database. After gaining access to the
database, the system administrator en-
ters each new key's identification number
and (if the use of the key is to be limited)
the restrictions and number of days and/
or number of uses.

The Key Cutter device programs each
Access Key with seed information spe-
cific to the customer. This is the informa-
tion used during the key's encryption of
the password. The key's limits can be

Center for Computer Security News



permanentor resettable. Resettable limits
(one to control the length of time and a
second to control the number of uses for
which the Gordian Key device will remain
valid) are updated by a special "LIMIT"
program accessed through the CUT
program. Thekey cutting is accomplished
through the flashing of a pattern of lights
into the four light sensors located on one
end of the Gordian Key. In about thirty
seconds, the display window on the key
locks onto a pattern of six eights and re-
mains there for four to five minutes. This
pattern indicates that the key is being cut.

A file is created and transferred to the
VAX where it is used to add new keys to
the second database. The new entries
are updated with a “USER ID" or, in our
case, a nonclassified password from OS-
4. Once this password is entered in the
VAX database, the Gordian Key can be
used to unlock the system and gain ac-
cess to the micom switch.

After a user enters his/her password, the
Access Key protection program is in-
voked and flashes a graphic pattern on
the terminal screen (Figure 2). The user
holds the Gordian Key's light sensors
against the screen so it can “read” the
data represented by the flashing pattern.
The Access Key device encrypts this

data with seed information stored within
its own memory cells. This encrypted six-
character code is then presented on the
key's LCD. The user enters this re-
sponse to the host-resident protection
program which, after verifying the cor-
rectness of the response, grants the user
access to the micom selection menu.

When the user presses the carriage re-
turn at a terminal, the micom connects
the terminal to the Gordian VAX and the
process which requests the password
begins. When the user enters a pass-
word, a program runs to set the user-
name; then the authentication program
checks for a valid username. |If the user-
name is not in the database, the session
is terminated. If the username is found, a
flashing pattern is displayed on the termi-
nal. The user must aim the Gordian
Key's light sensors at the flashing pattern
andplace them against the screen; within
afew seconds a six-digit code will appear
and lock in the window for ten to twenty
seconds. This code must be entered at
the terminal keyboard so the program
canvalidate the response. Ifthe program
cannot validate the response, another
flashing pattern is displayed. If the re-
sponse is accepted, another program is
run to send the micom switch a security
redirect request.

r
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PLEASE ENTER ACCESS KEY RESPONSE OR'C

KEYPAD ENTRY NUMBER IS: 984-8256

N

Figure 2. The Access Management System Screen.
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Figure 3. Gordian Key Keypad.

The micom processes the security redi-
rect and displays a menu of machines for
selecting. After a selection is made, the
familiar “Username:” prompt appears.
When the user ends a session on the
selected machine, the micom again dis-
plays the menu of machines for selection.
If the user does not select an additional
machine within sixty seconds, the Gordian
Key is required to access the micom.

In normal use, if the user log-on is com-
pleted before invocation of the Access
Management System, the protection pro-
gram can use the user's log-on ID to
generate the password. The systemman-
ager for the host machine must develop
and place on the host system the data-
base that contains users’ IDs and the
necessary seed information for all Keys.
The system manager also has to tailor a
number of subroutines to the host
machine’s operating system and security
design.

Whenever the Gordian Key is used, an
internal counter in the key is updated to
keep track of the number of uses. Suc-
cessful, as well as failed, attempts are
stored on the database on the VAX. For
each key the database has a switch that
allows automatic denial of access after
three consecutive failures with the key. If
access evasion is in effect, the database
manager must reset the key's entry in the
database before access can once again
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be granted. When a limit has been
reached (the number of days or number
of uses a key is allowed), the key mustbe
returned to the keycutter for the expired
limit to be reset; otherwise, the key is
useless. If the key was cut with perma-
nent limits or if the battery runs down, the
key is good only as a status symbol. If
anyone attempts to open a Gordian Key,
the program within the key self-destructs
without smoke, noise, or other sensory
evidence.

This system cannotguarantee that some-
one did not give his/her key and keycode
to another person; it does, however, en-
sure that someone monitoring the tele-
phone line cannot infiltrate the system.
We tried using two terminals to log on,
running the program at the same time,
and entering the keycode and response
at both terminals, but only the session
using the key was granted access.

The keys are rugged and dependable;
one that went through the washing ma-
chine and soaked in water overnight (they
float, by the way) and others that went
through airport metal detectors still
worked. Users with color monitors find
that some color combinations work better
than others; green and yellow seem to be
difficult for the light sensors to pick up
while magenta on red worked fine.

Ken Grady is a system administra-
for in ADP-1.

Removing the Mystery
from the OSE |&E
Program

Kenneth A. Rogowski
McDonnell Douglas Electronics Systems
Company

Since its inception in 1983, the Office of
Security Evaluations (OSE) Inspection &
Evaluation (I1&E) Program has evolvedin
response to ever-changing mission re-
quirements, budget constraints, and new
technologies. The one thing that has
remained constant over the years is the
need to ensure that DOE security inter-
ests are protected effectively. The re-
structured Inspection Process aims to do
just that—to ensure the effectiveness of
the security safeguards throughout DOE.

The purpose of this article is to explain
the inspection processclearlyandinterms
of the recent restructuring of that proc-
ess. In order to do this, we will couple
some general remarks with a walk
through the process fromthe initial trauma
upon arrival of the I1&E notice to the relief
of receiving the final report. Along the
way we will examine the mission and or-
ganization, the functions of the program,
and the concept of operations so that
sites will know what to expect.

Overview: OSE I&E Program
The responsibility for ensuring the pro-

tection of the security interests of DOE
lies with the Secretary of Energy. To
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assess the effectiveness of the current
safeguards and security programs, the
Secretary relies onthe OSE I&E Program
to connect DOE Headquarters with the
Operations Offices and their contractor
sites in the common goal of ensuring that
effective safeguards and security are im-
plemented.

For the purpose of managing inspection
resources, the DOE Operations Offices
and their contractor sites are divided
between the two branches of the OSE In-
spection Division. The Applications
Branch is responsible for inspecting Al-
buquerque, Nevada, Oak Ridge, and the
San Francisco Operations Offices and
associated facilities. The Production and
Research Branch is responsible for in-
specting Chicago, Idaho, Richland, and
Savannah River Operations Offices and
Pittsburgh and Schenectady Naval Re-
actors Offices and associated facilities.

The program accomplishes its mission
using three basic functions: inspections,
performance tests, and evaluations (also
referred to as assessments).

Inspections are reviews of the effective-
ness of the implementation of DOE pro-
tection programs in selected topical areas
such as Information Security, Personnel
Security, Protection Program Operations,
and Computer Security at a specific Op-
erations Office or associated facility. The
inspection process is based on DOE
Orders and is conducted using the Safe-
guards and Security Orders, Standards
and Criteria, DOE-approved handbooks,

and procedural guides to develop site-
specificinspection plansandguides. The
inspection focuses on how an Operations
Office manages the safeguards and
security programs of its subordinate con-
tractor sites.

A performance test is an on-site exer-
cise of the personnel, equipment, and
procedures of selected parts of the pro-
tection program to determine compliance
with DOE policy. Each performance test
is designed to exercise both technical
and procedural protections required by
the DOE Order and is fully defined in a
Performance Test Plan that must be co-
ordinated with OSE and site personnel
before it is approved by the Inspection
Chief for implementation. The perform-
ance test results are incorporated with
other data gathered during the inspection
process.

An evaluation is an assessment of the
overall effectiveness of the DOE-wide
protection program within a topical area.
Evaluations are based on data obtained
in the field during inspections and on
other pertinent input regarding the over-
all state of the safeguards and security
programs. This process results in an
Annual Assessment Report for each
topical area. These reports are not spe-
cific to any particutar Operations Office,
but cut across DOE organizational and
functional boundaries in an attempt to
provide an overall assessment of pro-
gram effectiveness.

Center for Computer Security News



The Restructured Inspection
Process

The remainder of this article will focus on
a coordination initiative with the Office of
Safeguards and Security (OSS) and the
component parts of the restructured in-
spection process.

Coordination

Enhancement of the coordination be-
tween OSS and OSE is accomplished
under the terms of a memorandum of
understanding between these two ele-
ments. This coordination incorporates a
more comprehensive involvement
throughout the entire inspection process
and provides for one or more OSS ob-
serverstoaccompany the inspectionteam
during the data-gathering and report-
writing phase. The observer's reponsibil-
ity is to address policy issues and, when-
ever possible, to resolve those issues
before completion of the inspection. This
capability enables the inspection proc-
ess to be more responsive to the site with
regard to the interpretation of policy is-
sues.

The Schedule

Inspection schedules are developed on
anannual fiscal year basis by the Director
of the OSE. The schedule is coordinated
with the appropriate DOE Operations
Office to ensure that the inspection time-
frames selected can be accommodated
and do not conflict with other known sig-
nificant events. Once the schedule is es-
tablished, every effort is made to mini-
mize changes to provide the sites and the
inspection staff with stability for planning
purposes and to preclude confusion.

The Inspection Components

The restructured inspection process
consists of a topic and team selection
phase, a planning phase, and a data-
gathering and reporting phase. While
these are the same basic elements as
those that constituted the previous in-
spection process, the activities that occur
within each phase have been restruc-
tured to reduce the burden placed upon
key personnel in the safeguards and
security organizations of both the field
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and Headquarters and to enhance the
coordination between OSE and the Of-
fice of Safeguards and Security (OSS)
regarding inspection activities. Reduc-
tion of the burden on key personnel will
be accomplished by expanding the ad-
vanced inspection planning phase and
reducing the number of on-site visits from
three (totaling four weeks) to one (over a
two-week period), while retaining the basic
characteristics required of the inspection
process.

Topic and Team Selection

This part of the inspection process be-
gins with the selection of the Inspection
Chief (IC) from the OSE staff and the
assignment of the senior coordinator from
the contractor support staff that provides

There are eight topics
that are potentially
inspectable.

direct support to the OSE 1&E Program.
The identification of the topics that wili be
inspected is accomplished at the direc-
tion of the Director of the OSE by the IC
and a small cadre of OSE inspectors.
There are eight topics that are potentially
inspectable. These include the Safe-
guards and Security Survey Program, In-
formation Security, Personnel Security,
Physical Security Systems, Material
Control and Accountability, Operational
Security, Computer Security, and Pro-
tection Program Operations. The actual
number of topics selected for any one
inspection may vary during the selection
process. Topic selection is made only
after review and consideration of the fol-
lowing parameters:

« Management-directed topics tasked
trom The Office of the Secretary, As-
sistant Secretary for Defense Program,
or other authorized DOE Headquar-
ters element;

Security protection specified in docu-
mentation on file at DOE Headquar-
ters (e.g., Master Safeguards and
Security Agreement, Security Survey
Reports, Security Plans, previous In-
spection Reports, efc.);

* Assigned ratings based upon previous
inspections, Annual Security Surveys;

« Current threat data, both generic and
site specific;

+ Available inspecting resources; and
+ GAO Reports, |G Report, etc.

Once the inspection topics have been
established, the team-selection process
begins with the assignment of an OSE
oversight person for each topic. These
oversight responsibilities are normally
assigned to members of the OSE inspec-
tion staff. Subsequent activities include
selection of the proper technical exper-
tise from among the contractor and sub-
contractor resources available to support
the OSE I&E process, as well as active
participation in the conduct of planning
and execution of inspection activities. All
participants are officially notified of their
assignments and of the final arrange-
ments for the planning meeting.

Planning Phase

The Planning Phaseis conducted at DOE
Headquartersin Germantown, Maryland.
During the Planning Phase, the |C begins
preliminary coordination with the appli-
cable Operations Office regarding details
of the inspection. Featured among the
issues addressed is a request to the
Operations Office for documentation
(plans, policies, procedures, etc.) that
can be used by the inspectors during the
planning phase to (1) determine the
scope of the inspection within their top-
ics, (2) become familiar with site opera-
tions, and (3) develop appropriate per-
formance tests.

The formal planning phase for the entire
team spans one week. Along with the
read-ahead documentation, each in-
spected site normally provides at least
one knowledgeable individual for each
topic to travel to Germantown and assist
the inspection team with its preparation
for the inspection. These site personne!
provide considerable assistance in clari-
fying issues not readily apparent from the
documentation. if, however, there is not
sufficient documentation or participation
by the Operations Office at the planning
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meeting, OSE may still need to plan a site
visit. A visit may also be required to
support tailoring of a performance test
that will be used during the inspection.

At the conclusion of the Planning Phase,
each topic lead inspector briefs the Direc-
tor of the OSE, Director of the Inspection
Division, the Inspection Chief, and the
OSS representative, as well as the rest of
the inspection team, on the course of
action that has been prepared for the
inspection of their respective topics. A
final Inspection Plan is prepared to guide
the course of the inspection.

Data Gathering and Reporting Phase

The Data Gathering and Reporting Phase
takes place at the inspected site and ex-
tends over a period of approximately two
weeks. The activities during this phase
include data gathering, daily validation of
the data gathered on each topic, report
writing, validation of the draft report by

the Operations Office, and exit briefings.
Data gathering is accomplished through
interviews with site personnel, document
reviews, performance tests, and obser-
vation of site operations. A summary of
how the activities of this phase are allo-
cated during the two-week period is shown
in Figure 1. Particular attention is given
to the validation and report-writing proc-
esses. Every effort is made to ensure
that the data gathered is correct so that
the report accurately reflects the security
environment observed at the site.

A draft report is prepared and submitted
for aninitial twenty-four hour review to the
Operations Office being inspected. Infor-
mation contained in that draft is a compi-
lation of the individual facts that were vali-
dated daily during the data-gathering
phase, along with an analysis of those
facts and the impact they have on the
site’s security program. This rapid review
by the Operations Office offers the first
opportunity for site representatives to see
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how these facts will be presented in the
report. Obvious factual errors commented
on by the Operations Office will be cor-
rected; areas which involve an interpre-
tation of DOE policy will be taken under
consideration and, where appropriate,
will be incorporated into the final draft.

Post-Site Activities

Before the inspection team leaves the
site, adraft of the final report is submitted
to the Operations Office for formal com-
ments. Fifteen days are allowed for this
review in order to ensure that all issues
can be appropriately addressed. lssues
regarding policy gaps, clarity, or interpre-
tation of the DOE Order are referred to
0ss.

At the completion of the review process,
thereportis preparedinitsfinal form. That
inspection report provides the mecha-
nism for advising DOE Headquarters and
the appropriate Operations Offices of the
ability of safeguards and security poli-
cies, programs, procedures, systems,
personnel, and/or operations to meet the
spectrumofthreats to the inspected sites.
These reports also provide major input to
analytical assessments prepared to as-
sess risks to the national security, the en-
vironment, or the health and safety of the
public. Every effort is made to ensure
that reports are clear and concise and do
not contain unnecessary levels of detail.
The present format wilt easily adapt o the
future direction of the restructured in-
spection process.

Trends for FY 1990

FY 1980 will be marked by reorganization
of selected functions within the DOE. As
part of this realignment, DOE Headquar-
ters has announced that the OSE will
leave Defense Programs and become
part of the organization that falls within
the purview of the Assistant Secretary for
Environment, Safety, and Health. The ef-
fective date for this realignment is pend-
ing. Any changes in the inspection proc-
ess that may occur as a result of this re-
organization will be announced as quickly
as possible.
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In the meantime, every effort will con-
tinue to be made to enhance the technical
level of the Computer Security inspection
and to ensure closer coordination of the
inspection process with the Operations
Offices, site personnel, and OSS. The
technical aspects will be enhanced by the
use of structured, limited-scope perform-
ance tests to assess the extent to which
security features are in compliance with
DOE 5637.1. Early use of these perform-
ance tests has revealed that they not only
benefit the inspection process, but may
also have applicability for use by the sites
as part of the system test and certification
process.

Initiatives are underway to enhance the
availability of computer security exper-
tise within the OSE inspection staff and to
provide more efficient coordination with
OSS. These initiatives reflect the impor-
tance of ensuring that the inspection staff

understands the intent of the Order
against which the sites are being evalu-
ated and that program management and
0SS are provided with immediate infor-

mation regarding how the sites are inter-
preting and implementing the DOE pol-
icy. The spirit and intent of this closer
working relationship is reflected in the
memorandum of understanding between
OSE and OSS.

Points of contact for additional informa-
tion regarding the computer security topic
for inspection are Don Agnew (FTS 233-
5360) and Ken Rogowski {FTS 233-
4541).

Kenneth A. Rogowski is Manager of In-
formation Security Programs, McDon-
nell Douglas Electronics Systems Cor-
poration in McLean, Virginia. Mr. Ro-
gowski has been participating in the
OSE computer security inspection proc-
ess since 1986. In September 1989, he
began a one-year period on the OSE
staff where he provides direct computer
security support to the Inspection Divi-
sion and Assessments Division.

CSSO
Training
Seminar

yr———e T 2 3

The CSSO Training Seminar held February
26th through March 2nd at the Central Train-
ing Academy, Albuguerque, NM, was fully
subscribed. The nextcourseis scheduled for
October. For further information, contact
Harry Rosenblum at the Center or Carla
Baker at CTA:

This issue features articles on authenti-
cation tools and systems and access
control; some of you probably have infor-
mation on additional authentication orac-
cess control measures. How about sub-

mitting an article for a future issue?
DOE Center for Computer Security itting an a i

(FTS) 843-0444 or 843-0100

(505) 667-0444 or 667-0100 If your interest lies in another area, don't

hesitate to submitan article. Any topicre-

lated to computer security is appropriate.
OR See page 20 for guidelines on submitting
articles. Those of you in the field un-
doubtedly have ideas and information
that can be useful to individuals in similar
positions.

Central Training Academy
(FTS) 845-5170 5170
(FTS) 845-4539 or (505) 845-4539
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The Keys to Security—
SAVE-ME

This article is reprinted from News to
Use: A Newsletter for VAX Systems
Managers, Vol. 1 (Summer, 1989), 6-7,
by permission of DEMAX Software, 999
Baker Way #500, San Mateo, CA 94404.

A comprehensive security assessment
of a small VMS system with thirty ac-
counts and eight to ten thousand files will
require a minimum effort of at least one
day, using just the tools provided with
VMS. Performing a similar assessment
of a larger system having two thousand
accounts and half a million filesis a week-
long task for ateam of experienced people.

After much discussion with various ex-
perts in the field of VMS security, DEMAX
Software has developed a series of steps
to ensure the desired level of security can
be developed and maintained. We have
coined the phrase SAVE-ME to help
remember each step. In this article we
will outline those phases:

+ System Setup

» Account Setup

* Volume Setup

« Evaluation/Verification
* Monitoring/Auditing

+ Education

The necessity of the SAVE-ME steps is
growing each day as the number of nodes
and accounts grows. In fact, with many
facilities facing the need to secure ac-
cess to millions of files, the task is nearly
becoming unmanageable without spe-
cific security tools. Let us now turn and
look at each of the SAVE-ME phases.

System Setup

This phase is designed to ensure that the
system can be trusted. Any viruses and
most holes, whereby viruses can infect
the system, will be eliminated. The major
access paths to the system will be care-
fully guarded and alarms will be enabled
to ensure any changes are detected.
During this stage the system manager
must

* Reinstall VMS and all applications
images.

10

[Assuming the distribution is notinfected,]
reinstalling VMS and application images
FROM THE ORIGINAL TAPES will en-
sure that no viruses are attached to ex-
ecutables. Note that reinstalling from a
backup tape gives you no protection—
you have no way of knowing whether the
backup was made on a secure system or
not.

» Check ownership and protection of all
system files.

This step involves checking that all sys-
tem files are properly owned and pro-
tected according to DEC recommenda-
tions. Create a report on these files and
use it to compare to current settings on a
timely basis.

* Installanyimages requiring privileges.

This step is a precursor to step five. Itis
frequently preferable to install an image
with privileges rather than give privileges
to all the potential users of the image.

* Setupsecurity-related SYSGEN para-
meters.

The security and integrity of the system is
affected by a number of SYSGEN para-
meters. For example the LGI_* parame-
ters let you determine the number of
times someone attempts to login unsuc-
cessfully before he is considered an in-
truder; what to do when an intruder is
found; “hide" time; etc. Other helpful
parameters include TTY_DEF_CHARS,
which can prevent someone setting up a
“world-readable” terminal.

+ Set up select terminals for

SYSPASSWORD and
SECURE_SERVER.

In some organizations there are termi-
nals in public locations that can access
confidential information. These termi-
nals are frequently protected by having
an additional password called the SYS-
TEM PASSWORD. [Dialup ports should
also be protected.]

+ Set up and enable the alarms.

The next step is setting (and usingll)
alarms. A useful set of alarms might in-
clude

—remote logins

—dialup logins

—failed login attempts
—failed file access attempts
—security-related events

Be sure to regularly monitor the
OPERATOR.LOG to catch such alarms
as soon as they occur. Some sites find it
useful to dedicate a printer terminal to
output the OPERATOR.LOG.

Account Setup

This phase will ensure that unnecessary
account-related “windows” are closed.
All accounts and their related privileges
and access rights will be rationalized,
and initial password parameters will be
standardized. Here the system manager
must

» Correct duplicate UICs.

Each user should have his own account.
This is necessary in order to restrict ac-
cess as well as provide an audit trail for
overall system security. Make this a
priority in your account setup.

« Correct login directory problems.

Each account on the system has a de-
finedlogindirectory. Thisdirectory should
be owned by the account. If the directory
is not properly owned the account will ex-
perience problems with various functions,
including the creation of files and the
submission of batch jobs.

< Remove unneeded accounts and dis-
able unused accounts.

Many organizations consider an account
a candidate for disabling when it has
been unused for thirty days; one unused
for six months may [should?] be re-
moved. The time periods, of course,
depend on the site, but all unused ac-
counts should be carefully monitored
since they are windows into the system.

+ Reduce privileges where possible.
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Indexes

Included in this issue are several indexes
that have been requested from the Cen-
ter. They have been placed here in the
center of the newsletter so you can re-
move them easily and keep them for
reference. You will find an index of ar-
ticles that have appeared in past issues
of the Center for Computer Security
News, an index of videotapes that can be
used for training and security awareness,
and an index of currently available Toolkit
items.

Center for Computer Security News

New Video!

Now available is a Center-sponsored film
that lasts about 20 minutes: The Out-
sider: Training for Escorting Uncleared
Personnel into a Classified DOE ADP
Facility. Al CSSMs have received a copy
of this video. There is no restriction about
making copies; CSSMs are encouraged
to make copies for their CSSOs.

Other helpful videos are Computer Secu-
rity: Make the Commitment, Office of Per-
sonnel Management, about 14 minutes;
Computer Data Security, 20 minutes; and
Data Security: Be Aware or Beware;
Locking the Door. For more information
on these, contact Harry Rosenblum:

(FTS) 843-0444 or 843-0100
(505) 667-0444 or 667-0100.
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DOE-ID Security Education/Awareness Videotapes

The Idaho Operations Office has the following films in its Security Education/Awareness Videotape Library. Brief descriptions
are included when available. Patty Graves, Security Assistant, DOE-ID Technical Security, has indicated willingness to
exchange information and thoughts on the use of videotapes as an aid in effecting ongoing, positive Security Education/
Awareness. She can be reached at (208) 526-2301 or FTS 583-2301.

DOE-D FY-89 Annual Security Briefing 48 mins 12/88
The SF 312 13 mins

Spies Among Us 48 mins
Recording Inked Fingerprints 16 mins 2/84
NOVA: Computers, Spies & Private Lives 55 mins 5/82

This NOVA presentation dealing with misuse of computers is much too long; very minimal mention of
security-related computer precautions, but might be of interest to computer operations personnel.

* M. E. Sphere 12 mins

Discusses document security, badges, physical security, and procedurss to follow in case of marriage, ar-
rest, or travel to Soviet-bloc countries.

* In the Dark About Security 12-14 mins
Specific to Bendix, but contains good information; references AEC, ERDA, DOE, and ALO.

INEL Security 18 mins 2/85

Travel to Communist Controlled Countries 18 mins 3/82
Contains a number of tips for DOE employees; a “must” for personnel about to visit such a country.

The Ultimate Terror 50 mins 2/84

Information Security Briefing (3 segments) 46 mins

Secrats & Security: For Your Information

FY-88 Security Education/Awareness Orientation 41 mins 12/87
The Innocent Abroad 18 mins 8/87
Need to Know 13 mins

Travel Safety & Security: A Survival Guide to Traveling Abroad (Foreign Travel Briefing) 23 mins

Fast-moving, entertaining, informative training video; addresses concerns expressed by international
travelers on safety and security issues.

Hostage Survival 25 mins 1977
Video quality poor, discussion rather drab, but covers some good points.
When in Doubt 16 mins

CBS Reports: Terrorism 49 mins
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Something of Value 10 mins
Terror: To Confront or Concede 60 mins

More suitable for semester-length college class in international terrorism than a security refresher; an in-
depth philosophical discussion of the consequences of repressive government actions.

The Dark Side of Espionage 18 mins

Convicted spy Christopher Boyce debunks “popular myths” about espionage; objective of the tape is to in-
crease awareness of the hostile intelligence threat and its personal consequences.

Tom Brokaw—Achille Lauro—NBC 6/86
Drug Identification

Foreign National Congressional Hearings 60 mins
Persons, Places & Things: Security at INEL 9 mins
Classification: Your Role at the INEL

Oak Ridge Swat Team 4 mins
The INEL Guard Force 5 mins
Understanding Classification 10 mins 4/85
INEL Security 18 mins
Advanced Tactical Training: Savannah River 15 mins
Personal & Family Security (Overseas Assignment) 25 mins

Tips for persons assigned overseas, including common sense measures and communications procedures.

INEL Central Alarm Monitoring & Access System

The Invisible War (20/20) 20 mins 12/79
NBC Magazine—"Silicon Chips” 12 mins
Espionage: It Does Happen 18 mins
Confidentially Speaking 14 mins 1980

llustrates the vulnerability of voice and other communications sent by telephone.
Something of Value (NATO & DOE/OSS) 10 mins

Ideal for security awareness meeting; subtle animated allegory illustrating how a great symbolic “struc-
ture” of prosperity and freedom was built, and through unwitting disclosure of seemingly harmless inform-
ation regarding its inner workings to outsiders, was destroyed.

Addition to “Necessary Choices"” 23 mins
John Lewis, LANL-8/18/87 “Chinese Nuclear” 2 tapes
The Threat of Hostile Intelligence 27 mins 1879

Discusses various aspects of the "threat profile;” emphasizing the most damaging leakage of vital information
is via the telephone because of transmission “spills.” Discusses problems of technology transfer and briefly
covers cultivation and recruitment of DOE or other government agency personnel for obtaining classified information.
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Operation Red Fox 30 mins

Shows some of the methods used by Soviet-bloc intelligence to obtain technical information.

Anti-nuclear Demonstration 56 mins 9/80
Anti-nuclear Rally at EBR-II (INEL) 53 mins 9/80
Anti-nuclear Demonstration; Arco, 1D (INEL) 49 mins 11/79
* What You Know Could Make a Difference 12 mins

Very good for security meetings; cartoon character releases classitied information to KGB (take-off of
actual espionage incidents).

Time of the Jackal (20/20) 55 mins

May be too long for a security meeting but very well done and entertaining; relates terrorist activities con-
ducted by an infamous international terrorist, “Carlos”; features attack on OPEC ministers in December, 1976.

The Classification Picture 1979
Dixie Lee Ray, WTTG—Channel 5: “Nuclear Power—How Safe" 1973
Postmark: Terror 15 mins 1977

Designed to help security and law enforcement personnel cope with package and letter bombs.

George Weisz (20/20) 5/84
Deadly Force

National Security & Freedom of the Press 60 mins

CBS Reports: Terrorism 49 mins 6/85

Multiple Video (includes 7 films)

Includes the films marked with an asterisk above, plus the four below:

Technical Security 4 mins
Discusses foreign radio intercept, alarms for security areas, and CCTV pan scan tilt capabilities.

ADP Security 2 mins
Discusses computer, physical, personnel, hardware, and software security.

It Al Fits Together 2 mins
Discusses the Bendix security puzzie (physical, personnel, equipment, and information security).

Security Education—Proper Use of Compulers 11 mins

Includes IG guidelines and DOE orders 1360.2 and 5636; includes Computer Security Is Your Business.

An additional source for security training VHS/Beta tapes:
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DOE Center for Computer Security Toolkit Items

CSSO Tool Kit Guide on Contingency Planning for Multiuser Computer Systems
Author: Lynn Massagli Harris

This guide was developed to meet DOE regulatory requirements for contingency planning
and to aid DOE Computer Systems Security Officers (CSSQOs) in creating, maintaining, and
testing a contingency plan for their ADP facilities.

CS8SO0 Tool Kit Item: Guide to Monitoring Resources
Author: Michael Steuerwalt

This guide is intended to help Computer Systems Security Officers (CSSOs) monitor class-
ified ADP system resources. It discusses how to use several other Tool Kit products
{montfile, view, forms, and fairsmpl) in an effective program for monitoring files for waste,
fraud, and abuse. In addition, it offers general suggestions about resource monitoring.

CSSO Tool Kit Item: monfile version 2.5, view version 2.2
Author: Michael Steuerwalt

e 6 9 & 06 C & 8 ¢ I3 oS

This product contains programs to help select files on DOS systems to monitor for waste,
fraud, and abuse and to view the contents of files (as required by DOE Order 5637.1).

CSSO Tool Kit Item: fairsmpl! ke
Author: Michael Steuerwalt P TR

This product contains a program to help make fair random selections of items from a given 2% z
set of items. Such selections are useful in monitoring computer resources.

CSSO Tool Kit item: forms
Author: Michael Steuerwalt

ot

This product contains a program to generate multiple copies of a master do¢yfiient {ii
form letter), inserting lines of text into the copies at places specified in the masler, .
Generic ADP Security Plan Guide for Multiple Computer Systems with ja'zﬁtj 3l Se

Properties A

Authors: William J. Hunteman and Sandra J. Bogenholm ~ ___jd8  Ecdss A
This guide is intended to aid Computer Systems Security Qﬁlg&% C§§Cs}fn conSIgeﬁng . ".’: "
site-specific security issues as well as all of the requiremeﬁ\t:s‘“wﬁ DOE orders, otherrelevant ... .. P
orders, the draft Standards and Criteria, and good s%g ity practices, and to assist Com- L
puter Systems Security Officers (CSSOs) in writing art 4¢¢€ptable security pian for mutiple e

ADP systems with identical security properties.. . "7

¥

Inventory Control Software
Author: Lynn Massagli Harris &

This software provides Computer Systems Security Officers (CSSOs) with an automated.
means of creating and maintaining an ifiV&Rtory of the hardware and software components

for their classified computer systems and is.intended to comply with inventory control re-
quirements specified by DOE Orde dards and Cril and good computer
security practice. ' . 8 o sk g

N g
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Toolkit Items (continued)

Password Generator

The password generator consists of user documentation and a floppy disk with the exe-
cutable program and supporting data files. Because the program contains an implemen-
tation of the DES encryption algorithm, the software may not be provided to foreign nation-
als nor exported outside the U.S.

Shared System ADP Security Plan Guide
Authors: William J. Hunteman and Sandra J. Bogenholm

This guide is intended to aid Computer Systems Security Officers (CSSOs) in considering
site-specific security issues as well as all of the requirements of DOE orders, other relevant
orders, the draft Standards and Criteria, and good security practices, and to assist the
CSSO in writing an acceptable security plan for a shared system.

Stand-alone Personal Computer and Word Processor ADP Security Plan Guide
Authors: William J. Hunteman and Sandra J. Bogenholm

This guide is intended to aid Computer Systems Security Officers (CSSOs) in considering
site-specific security issues as well as all of the requirements of DOE orders, other relevant
orders, the draft Standards and Criteria, and good security practices, and to assist the
CSSO0 in writing an acceptable security plan for a stand-alone, single user personal com-
puter or word processor system.

]’W&..o....«-.....

1
!

|

uuencode, uudecode, becdecode for DOS T
Author: Michael Steuerwalt —

The programs uuencode and uudecode are Pascal implementations for DOS of Mark
Horton's Unix algorithms. They are used to ship binary files across ASCII transmission
links. The program bcdecode is a Basic implementation for DOS of a simple version of the

uudecode algorithm, intended for bootstrapping the uudecode executable to a machine that
has no Pascal compiter. P
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Evaluate the privileges of all remaining
accounts. Most users only need [the
standard VMS] TMPMBX and NETMBX
privileges. Excessive privileges can
override the best security you have.
Remember that you can set up a privi-
leged account for someone to use on a
limited basis (e.g., 9-12 a.m. Mondays)
while reverting to few or no privileges the
rest of the time.

* Reduce access rights where possible.

Be especially careful with Network,
Remote and Dialup access. Consider
restricting by hours of the day or days of
the week (e.g., 7a.m.to 10p.m. M-F) and
then relaxing access restrictions for the
minority who need more access.

» Review passwords.

Monitoring passwords is difficult to do
without a software tool, since VMS has no
decryption mechanism. Make sure the
length is AT LEAST six characters—a
three-character password can be broken
in six minutes, and a four-character one
would take approximately forty-five min-
utes. A six-character password would
require about fifty-two [sic] days to crack.
Also set the LIFETIME parameter on
passwords.

Volume Setup

This phase will ensure that the data stored
on the disk volumes is appropriately pro-
tected. The system manager must

» Set up volume initialization, owner-
ship, and protection.

Many sites have system ownership of all
volumes and mount volumes with system
ownership. This allows all users access
to data they may not have a need to ac-
cess. The first gate to set up is volume
ownership—make sure all public volumes
are set up as other than system owned.
The second gate comes when the vol-
ume is mounted; by mounting it just for
group, or yourself, you can restrict ac-
cess to the data.

+ Set up directory ownership and pro-
tection.
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Very few directories
should have world
write access ...

Very few directories should have world
write access—only a few users should be
able to add and delete data.

* Locate files owned by deleted ac-
counts.

Removing files owned by deleted ac-
counts reduces the risk of a new account
with the same UIC as a previously de-
leted one inheriting data forwhich it should
not have access.

* Locate files with ACLs.

Directories and files that are important
enough to require an ACL are important
enough to have their ACLs reviewed at
regular intervals.

« Locate files and directories with world
access.

Files and directories with world access
are an invitation to browse; at their worst
they are an invitation to disaster since
they are easy to corrupt or destroy. Care-
fully evaluate any file or directory with
world read/write access.

* Reduce ownership and protection
anomalies.

Files should have the same owner as
their parent directory and most files in a
directory should have similar protection
settings. Investigate any apparent
anomalies and make sure amistake hasn't
been made.

Evaluation

Perhaps one of the best ways to evaluate
your security settings, after having per-
formed the previous three setup steps
and reducing access and privileges, is to
run with the new settings and see who
complains. Then you can systematically
increase or alter access rights and privi-
leges in order to reach the optimum for
your environment.

Monitoring

This phase ensures that any changes are
caught quickly, and any required correc-
tive actionis taken. Monitoring must take
place at three levels of frequency:

+ Daily
» Weekly
« Monthly

"Daily" monitoring requires the checking
of a number of items frequently. For in-
stance, you should do a quick review of
the accounts to determine what, if any,
changes have occurredin the last period.
You can also check the pertinent SYS-
GEN parameters. You can check the
ownership and protection setting for all
files on the system disk. And review the
OPERATOR.LOG file to detect security-
related events. These are just afew of the
elements that require frequent checking.

“Weekly" monitoring requires the less
frequent checking of additional items,
You can check the file, directory, and vol-
ume ownership and protection of voli-
umes containing shared data. You should
also analyze SYS$ERROR:ERRLOG.
SYS for security-related events.

“Monthly” monitoring refers to the much
less frequent checking of ownership and
protection of files, directories, and the
volume containing private or non-shared
files.

Education

This phase ensures that all staff are aware
of the corporate concern for system and
data security. The greatest impediment
to increased security is the lack of aware-
ness by system users and management
of the potential pitfalls of having a poorly
secured system. This can be partially
addressed by ensuring everyonereceives
copies of pertinent articles and publica-
tions, that the staff responsible for secu-
rity have the opportunity to attend related
symposiums and that all users are aware
of the importance upper management
places on security. No matter how per-
fectly your system is designed, if the
users of that system are not aware and
[do not] take seriously the need for secu-
rity, your system will be at risk.
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Electronic Authorization
System (EAS)

Gary Rich
Administrative Data Processing
Los Alamos National Laboratory

During the first forty years, Los Alamos
National Laboratory developed manual
and automated information systems to

. serve the needs of individual organiza-
tions. As time went by, manual systems
gave way to automated systems. Be-
cause there was very little integration
among the various manual systems, very
little integration existed in the automated
systems. Common data were entered
separately into different information sys-
tems causing duplication of effort, time
delays, and diminished accuracy. Labo-
ratory managers had almost no access to
these information systems while the vari-
ous service organizations had limited
access. All information and reports were
the by-products of information systems
designed to perform routine processing
and paperwork.

After a review of the information systems
in the Laboratory, it was decided that the
fundamental cause of the Laboratory’s
data problems had been along-term lack
of adequate information policy. Coupled
with conflicting interpretations of direc-
tives and regulations, this resulted in few
standards of accuracy, a lack of timeli-
ness, few procedures to assure validity,
and a lack of methods and designation of
responsibility for assessing the effective-
ness of those information systems. Data
sources, input formats, definitions, and
input schedules lacked management
control. Finally, there was limited over-
sight of parochial information systems
scattered throughout the Laboratory.

In 1980, top management saw a need for
alaboratory-wide Management Informa-
tion System. To satisfy this need, the
Laboratory formed the Information Sys-
tems Steering Committee (ISSC). The
ISSC's primary function was to set a
common direction for all administrative
data processing in the Laboratory. Un-
derstanding the need for a staff which
could carry out the committee's wishes
on a day-to-day basis, the ISSC formed
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Figure 1. Current Functional Responsibilities.

the INFORM (INformation FOR Manag-
ers) Office. The participating organiza-
tions and their responsibilities are shown
in Figure 1. One of the first administrative
systems commissioned through the IN-
FORM office was the Electronic Authori-
zation System (EAS).

The Administrative Data Processing
(ADP) Division developed EAS to ensure
that access to sensitive administrative in-
formation is allowed only for those users
with prior authorization. EAS restricts
user access to the VAX/VMS operating
system and provides application systems
with information to control the release of
sensitive information. EAS meets its ob-
jective by providing a structure to those
users who need to access information in
order to perform their jobs (e.g., payroll).
EAS also provides an inherent access
authority based on user attributes such
as job code (e.g., Division Leader). In
addition, default authorities can be set up
for large groups of users (e.g., Labora-

tory employees can look at their own Em-
ployee Information System data). EAS
consists of six major modules. (See Fig-
ure 2.) The modules and their major
functions are as follows:

Authority Control Services—Data
Flow Diagram (DFD 1.0)

The primary objective of this group of
processes is the update (and review) of
the attribute and authority data stores.
This data is used by the Menu Controller
to dynamically control user access to
menu options and the application sys-
tems. The major sub-modules in the
Authority Control Services are as follows:

» The Authority Editor allows the user
to add, change, delete, or modify as-
signed authority records. This is the
major tool for building individual au-
thority structures. EAS allows a user
to assign only authorities that he/she
already possesses. Additionally, the
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individual to whom the authorities are those attributes assigned to one user  built dynamically for the user. The user

assigned can reassign the authorities by another. A user can assign only never leaves the control of the EAS proc-
to another individual only if the IN- those attributes that he/she possesses ess until he/she logs off the system. Al
FORM data administrator specifically natively. application programs are run under the
sets up the authority to allow such re- captive EAS process. The menu process
assignment. Therefore, only specified provides transfer of control from an appli-
authority assignments can be reas- The user never leaves cation program, application command
signed. The INFORM data adminis- the control of the EAS procedure, or menu to another applica-
trator decides which authorities are process until he/she tion program, command procedure, or
reassignable. logs off the system. menu. The major processes in the Menu

Control Services are described below:

The Attribute Editor allows the user

to add, change, delete, or modify non- Menu Control Services (DFD 2.0) - Validate User accepts the user Z-
native attribute records. Native attrib- number (employee number) along with
ute records are based on the jobthat  This set of processes allows the user to the password for entry onto the
the user currently fills, such as Division access EAS, as well as all INFORM Laboratory's Integrated Computing
Leader. These can be modified only  application systems, through a consis- Network (ICN). This combination is
through the Laboratory’'s Personnel tent menu process. EAS provides a passed to the network validation serv-
System. Non-native attributes are  menu structure to the application which is ices for acceptance or denial. Upon
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acceptance, the user is passed to the
menus. if access is denied, the useris
removed from the system.

« Build Menu Structure accepts a re-
quest from various sources and re-
sponds with the appropriate menu.
This process is used to allow easy,
dynamic navigation through the menu
system. After the user selects a re-
quest from the system through the
menu, control is passed to the Trans-
fer Control Process.

Transfer Control accepts a menu
option from an application program
and verifies that the user selected an
appropriate option. The process en-
sures both that 1) the option exists and
2) the user is eligible to use the option.
This is achieved with the authority and
attribute structures todetermine which
privileges the user has been granted.
If the user has the authority to execute
that request, then the request is
granted.

Data Administrator Services
(DFD 3.0)

The major objective of this group of proc-
esses is to allow the data administrator
(located in the INFORM office) to keep
various EAS information current includ-
ing menu definition and Laboratory line
management structure. It allows the data
administrator to add, change, delete, or
modify a wide range of EAS tables. De-
velopment of these processes allows the
flexibility necessary to meet the changing
needs of each application system. Each
of the major table updates (not previously
presented) is included below for use in
describing the major file structure of EAS.

» Update Menu Description Fileis used
by EAS to define the menu which each
user will see. Included in this file are
the menu options, authority required
to execute the option, and the action
that will be taken if a user selects the
option. The acticn can be an applica-
tion executable, a linked subroutine, a
menu, or a command procedure.

» Update System Name File-The Sys-

tem Name file contains each valid ap-
plication system, as well as a short
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code for each. This information is
used by EAS to display proper head-
ings on menus and system utilities.

Update Authority Codes—The Au-
thority Codes file is used by EAS to
define all valid authority codes. In-
cluded in this file are the short codes
as well as the code definitions. Al-
though some codes have universal
meanings in all application systems,
most are defined by a specific applica-
tion system.

Update Management Levels-The
Management Levels file is used by
EAS to define the line management
structure used by EAS. This file is
based on valid job codes and can be
modified to meet the needs of each
application system.

Update Job Code Default Author-
ities—The Job Code Default Authori-
ties file is used by EAS to ensure that
users atdifferentlevels receive enough
authorization to do their jobs without
having to be granted authorization on
a one-by-one basis.

Text Display Services (DFD 4.0)

The major objective of this group of proc-
esses is to provide for the use and main-
tenance of help screens, bulletin boards,
and other text applications. Help screens
and bulletin boards are so similar in func-
tion and construction that the same
modules will serve both purposes.

Utility Services (DFD 5.0)

The major objective of this group of proc-
esses is to provide either utility programs
(invoked by application programs) or other
functions which are needed by the sys-
tem. Only the major functions in this cate-
gory are included below.

« Assume Alias—This process allows
the user to assume the “look” of an-
other user without providing update
privilege. This process is essential for
system testing as well as problem
definition for the INFORM office con-
sultants.

« Organizational Domain-This func-
tion provides the application system
with information about the organiza-
tional domain the user currently has.
The domain describes each organiza-
tion for which the user is considered a
line manager. This information is es-
sential for the application programs
when deciding what information can
be released.

Notification Services (DFD 6.0)

The major objective of this group of proc-
esses is the addition, delstion, and ap-
proval of natifications. A notification is
defined as "the process by which an ap-
plication program can notify a valid user
of some action.” That action might be the
request for signature on a Travel Re-
quest or acceptance of an employee to
attend a training class. The major proc-
esses in the Notification Services are

- Maintain Notifications—This process
is the brain of the notification process.
It receives a notification request from
the application process, logs it into its
central files, and processes it through
a wide variety of media. Planned out-
put formats include hardcopies deliv-
ered by mail, electronic mail, and tele-
phone dial-out.

- Approve Notifications—This process
allows the user the opportunity to
approve an outstanding notification.
The user can approve/disapprove a
notification request in either summary
or detailed form. If the user requests
that a detailed review be made before
approving/disapproving, EAS willmake
the application present this review.

Report Services (DFD 7.0)

The major objective of this group of proc-
esses is to provide report services to
itself, as well as to other application sys-
tems. These reports are aimed at three
major user communities: application
developers, INFORM office personnel,
and Laboratory-wide users.

 Application Development Reports
are used by application developers to
determine who is using the system,
what parts they are using, and how
often they are using it. This allows the
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application development team to ex-
pend its effort in those areas with the
greatest payback.

+ INFORM Office users—These reports
are used by the INFORM Office to de-
termine who is using the system, what
parts they are using, and how often

they are using it. In addition, these
reports provide the INFORM Office
the ability to ook at any problems, po-
tential problems, or security problems
that the system may be having.

+ Laboratory-wide user-The major
reports for the Laboratory-wide user
show the authority/attribute assign-
ments which have been made.

Gary Rich is the Group Leader of
ADP-3 and has been a developer of
INFORM systems for eight years.

VAX Security 1

The Center for Computer Security nei-
ther evaluates nor recommends com-
mercial products; we do, however, try to
provide information that we feel may be
useful to those inthe field. The following
two articles are based on individuals'
experience with SECUREPAK, a set of
utilities useful in the setup, verification,
and monitoring of an optimally secure
VMS system.

David Tenorio
Sandia National Laboratories
Albuquerque, NM

As system manager for the COMPUSEC
Database at Sandia, | am required to
create and maintain all data pertinent to
computer security. This includes an ac-
tive record of all memos, DOE correspon-
dence, and information involving com-
puter security. Aseparate listis keptof ali
computer systems at Sandia and the
responsible parties associated withthese
systems. Inthe process of identifying key
personnel, a verification is done to iden-
tify the clearance level and identity of per-
sonnel.

In examining SECUREPAK, lintended to
evaluate and critique the software to see
if it would be a good utility tool to add to
the VAX world to help in locating security
trouble spots and ensuring data integrity
within my system. The COMPUSEC
Database consists of 15 disks and an
estimated 80,000+ files. With thisamount
of data, it is imperative to have a means
of continuous file monitoring with the flexi-
bility to generate comprehensive reports.
SECUREPAK permitted me to locate
potential vulnerabilities to my system and
readily rectify these “problem” areas.
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The “Account/UAF” report generated
simple reports that identified old and
unused accounts, a rights-list summary,
privileged users, misowned home direc-
tories, and login failures. Other reports
generated by this feature dealt with “File
Structure” which reported tree directo-
ries, shared directories, abnormal files,
misowned files, files with ACLs [Access
Control Lists), and mismatched directory/
file protections.

The one report of particular interest to me
during the evaluation was the “Password
Management” report, consisting of ex-
pired passwords, aged passwords, mini-
mum length accounts, generated pass-
word accounts, lifetime accounts, locked
passwords, disabling of forced password
changes, and guessable password ac-
counts.

In my opinion, this software package is a
very useful product and promotes a more
secure system for system managers.
System managers should not be over-
burdened with timely monitoring proce-
dures and security concerns. This soft-
ware package reduces the time spent on
these responsibilities and allows more
time for the basic purpose of processing
data.

SECUREPAK is an integrated set of
reporting, query, and modelling functions
allowing a more secure VAX/VMS sys-
tem. Itenhances and maintains an exist-
ing security setup and provides a more
comprehensive audit {in a timely, effi-
cient manner) for my computer system.
This software allowed me to effectively
meet the specific needs of the Computer
Security Division at Sandia.

VAX Security 2

David P. Martinez
Los Alamos National Laboratory

| am a network manager for a predomi-
nately research and development organi-
zation at Los Alamos National Labora-
tory. Our local area network (LAN) con-
sists of a diverse assortment of worksta-
tion and PC hardware platforms inter-
faced (i.e., networked) through a host
cluster of VAX computers. We operate in
an unclassified environment, processing
unclassified information. Our LAN net-
workisinturninterfacedtothe Los Alamos
National Laboratory Integrated Comput-
ing Network through the open/unclassi-
fied partition.

As network manager, a role which | have
just recently assumed, | am responsible
for various aspects of our network, one
being security. Well, as one might imag-
ine, this task can be quite demanding in
direct proportion to the complexity of
those systems integrated into the net-
work. Needless to say, there are some
trade-offs between security and the flexi-
bility and accessibility of networked sys-
tems and their data. Having to make
trade-offs amplifies the system
administrator's task. | will not address
those issues at this point except to sug-
gest that those considering security ver-
sus functionality tradeoffs should per-
form vulnerability and risk assessments
to determine what level of risk is accept-
able at their sites.

As we are emphatically reminded through
media coverage of viruses, worms,
computer break-ins, and other malicious
actions, computer systems—in particular
networked systems—are vulnerable to
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many forms of attack. Ideally, we would
like operating systems that, through-
and-from-within-themselves, ensure
security against such attacks. However,
given current technology and the com-
puter security problems we face today,
as security administrators, we must de-
velop a security program consisting of

« documented policies and procedures,

« training and awareness programs, and

« software and hardware tools and utili-
ties to enhance protection of our com-
puting resources.

As network manager of our LAN, one of
my first experiences with computing
system attacks was the WANK (Worms
Against Nuclear Killers) worm. My aware-
ness of such computer system attacks
led me to search, early on, for tools that
would permit me to evaluate, identify,
and correct security vulnerabilities in our
network. Coincidentally, as [ was testing
a demo package of a product called
SECUREPAK, developed by DEMAX,
VMS systems at Los Alamos National
Lab, accessible over the Internet, were
being attacked by the WANK worm. My
immediate responsibility became to de-
termine the state of security on our VMS
systems and to determine if they had
been attacked and if so, the conse-
quences. Getting a quick profile of over-
all VMS system security using conven-
tional VMS security tools can be difficult
and time consuming.

However, using DEMAX's SECUREPAK
twas able to geta good profile of our VMS
systems to identify potential security vul-
nerabilities (Figure 1). The first SECURE-
PAK report that | generated was the
“General Security Summary” which evalu-
ated our VMS accounts, access to our
data files and directories, and ACLs,
among other things, and generated a
summary ot these items along with a
User Authorization File (UAF) rating on
our VMS account and a disk security
rating. The report was generated within
seconds, and provided me with valuable
general information about our VMS envi-
ronment, such as

» the number of privileged accounts,

* the: number of old and unused ac-
counts, and

« world access to files.
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The type of report generated by the Gen-
eral Security Summary utility is shown in
Figure 2.

Other summaries provided me with more
detailed information on

* accounts with expired passwords,

» privileged accounts,

* accounts with guessable passwords,
and

* system security parameter defaults in
SYSGEN.

ACCOUNTS

S User Account Summary
R Rightslist Summary
O 0ld and Unused Accounts

P Privileged Users
| Identical UICs
H Misowned Home Directories

UTILITIES
1 Security Advisor

2 List files with a given protection
3 Experimental Security Setup

X Exit

Select an Option

C Captive, Proxy, Disabled Accounts

4 Security Auditor and Maintenance

SECUREPAK 1.0
Wed, Dec 14, 1988. 11:47 am
Device is 'USERO: '

FILES

T Directory Tree

D Shared Directories

B Abnormal Files

F Misowned Files

U Files with Undsfined Owners
A Files with ACLS

M Mismatched Dir/File Protection

MISCELLANEOUS

G General Summary

Y System Security Defaults
/ Setup Menu

? Help

Figure 1. Main Menu

Total Accounts : 32
Privileged Accounts : 16
Old & Unused Accounts: 10
Duplicate UICs : 1
Identifiers : 7
World DELETE Files 21

World WRITE Files
World READ Files

Group DELETE Files
Group WRITE Files
Group READ Files
World READ Directories:

Uaf Security Rating : 53%
Disk Security Rating : 80 %

GENERAL SECURITY SUMMARY
Fri, July 22, 1988. 2:39 pm

Device is 'DISK$VAXSAMPLE:

(0.73%)
23 (0.80%)
888 (30.87%)

484 (16.82%)
1103 (38.34%)
2362 (82.10%)

109 (61.58%)

Total Files 2877
Total Directories: 177
Files with Acls 38
Dirs with Acls 1
Misowned Files : 189

Figure 2. General Security Summary

Center for Computer Security News



In general, within a few minutes | was
able to acquire a quick profile of the state
of system security relative to our ac-
counts, data files, and system security
defaults and thereby to eliminate unjusti-
fied risk factors in the system. Because
we are a research and development
group, where some projects are short
lived or tasks are subject to periodic
change, we also need to systematically
review the following:

1) our accounts to assure that the ac-
count attributes (e.g., privileges, net-
work access, efc.) are appropriately

Articles of Interest

Karleen Redle
DOE Center for Computer Security

Most individuals who responded to our
questionnaire felt reviews of articles on
computer security are useful. Therefore,
we will continue to review such articles.
Some of you requested information on
Computers & Security. It is published
eight times a year by Elsevier Science
Publishers. Additional information may
be obtained by writing Elsevier Advanced
Technology, Journal Information Center,
655 Avenue of the Americas, New York,
NY 10010. Computer Fraud & Securityis
also published by Elsevier.

General security issues

Booty, Frank. "Local Area Networks”
Computer Fraud & Security, 11 (1989),
11-14.

Booty considers local area network (LAN)
security still in its infancy. The greater
sophistication of PC LAN product users,
the greater difficulty of protecting PC data
from theft or destruction, and the flood of
utilities available for DOS all pose secu-
rity problems. Not only does one have to
worry about access to the PCs on a
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set for the task(s) the owner of the
account is working on, or more impor-
tantly, whether accounts should be
expired or not;

2) ACLs to assure that they permit ap-
propriate access to the appropriate
owner; and

3) overall system and data security to
ensure overall system security coher-
ence.

While my experience with SECUREPAK
has been limited to the demo package, it
has proved to be a valuable tool in our
environment. Using SECUREPAK, Iwas
able to get a quick snapshot of our VMS
systems’ security. | was able to identify
and correct potential vulnerabilities. In
general, | acquired a much improved
perspective of the state of our system
resources and how they were protected.
| expect to find that other features, par-
ticularly the feature that allows system
security profiling, willenhance our overall
security.

network; there is the potential for unap-
proved nodes to be added or network
data traffic to be monitored. With physi-
cal access security assured, one must
still be concerned about logical access to
the data. Of the two basic logical archi-
tectures supported on PC LANs today,
peer-to-peer is less secure because of
the lack of centralized data storage across
the network. Client-server architectures
have more sophisticated security. “Cen-
tralized disk storage architecture provides
a more straightforward platform for con-
trol of user access and of back up opera-
tion than a peer-to-peer architecture.”
Because "workstations constitute the
highest security risk in a LAN" one should
consider using keyboard lock devices.
Access monitoring can help considera-
bly; “administrative procedures and re-
sponsibilities remain critical to [security
support's] total success.”

Feuerlicht, J. and Grattan, P. "The Role
of Classification of Information in Control-
ling Data Proliferation in End-User Per-
sonal Computer Environment.” Comput-
ers & Security, 8 (February, 1989), 59-
66.

Feuerlicht and Grattan propose classifi-
cation of business information combined
with relevantcontrol measures asameans
of managing data proliferation. They
discuss a number of methods for classi-
fication of information. “The proliferation
of PCs throughout organizations has re-
sulted in end-user computing with a

number of unresolved planning and con-
trol issues. Among the most pressing
problems is the impact on computer se-
curity.” The authors feel external threats
have been overstated while insufficient
resources are devoted to addressing in-
ternal threats; “lack of awareness of the
value of data processed in the end-user
environment [is] an area of major con-
cern.”

PC software seldom has safeguards
against unauthorized access and gener-
ally accords too little attention to control
and auditibility of business applications.
Although classification of information by
the data originator together with supply-
inginformation on a “need-to-know" basis
can constitute a practical and cost-effec-
tive way to improve data security in the
end-user environment, there are limita-
tions to this approach. “For example,
individual fragments of corporate data
released on different requests may not
pose a security risk but information de-
rived from combining the data may be of
strategicimportance to the organization.”

Feuerlicht and Grattan review some
methods for classification of information
and conclude that “Protection measures
which correspond to the level of classifi-
cation of information will minimize the
risks of unauthorized disclosure, modifi-
cation or misuse of data. An important
indirect benefit is the increased aware-
ness of information security issues.”
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Rees, Frank. "Australian Roundup: Re-
searchinto Secure Transaction Services."
Computer Fraud & Security, 11 (1989), 5-
6.

“Telecom Australia’s Research laborato-
ries (TLR) have demonstrated a secure
mailing system as part of research into
secure transaction services. It consists
of a standard Unix mailer and additional
programs to implement the security fea-
tures.” One program uses the sender's
secret key information to sign mail mes-
sages, and a second program uses the
publicly available key to check that the
signature is valid. “Combined, these
programs provide a message integrity
and a data origin authentication service.”

Sidrow, Christina L. "Freeze, System
Manager! Part 1: Developing a Case for
Computer Crime," DEC Professional
(September, 1989), 60-66.

Sidrow suggests that system managers
should prepare themselves for the possi-
bility of a break-in by reading company
policy regarding crisis management and
then by implementing procedures for
those on the crisis management team.
The system manager also needs to know
how to use the tools available on the VAX
(and from vendors) to monitor users and
terminals. Sidrow says you must be able
to prove that a crime has been committed
when there is abreak-in. ltisimportantto
be familiar with state laws so you can
show what violations took place and who
was probably responsible.

She goes on to suggest how to build a
case and what legal savvy is essential
(knowlege about hearsay evidence, the
best evidence rule, etc), and the article
concludes with a reminder of some com-
mands that enable system managers to
monitor activity easily and regularly.

Sidrow, Christina L. "Freeze, System
Manager! Part 2: Apprehending a
Computer-Crime Suspect” DEC Profes-
sional (October, 1989), 62-65.

Sidrow stresses the need for a system
manager to know what usual computer
activity is and to be able to produce docu-
mentation to substantiate a definition of
normal activity if required for acourthear-
ing. Some VAX/VMS capabilities are
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briefly mentioned, together with steps to
follow if there is a break-in. Being able to
provide evidence of a break-in is ex-
tremely important.

Spencer, Cheryl England. "Data Safety.”
MacWorld. {January, 1990), 142-149.

Spencer indicates that “Any good secu-
rity scheme works by providing a hierar-
chy of increasingly restrictive levels of
access. An example of how levels of
access can be restricted is the interaction
between a network and a relational data-
base where records can be locked so
only specified users can access informa-
tion and applications are also protected
by the network software's security fea-
tures.

Spencer discusses encryption and points
out some potential problems in relying on
it though she feels it is “an ideal solution”
for those who send data out-of-house
over modems or dedicated data lines, or
on floppy disks. Hardware devices and
software programs can prevent anyone
else from having access to your Mac. In
addition, there are programs that pass-
word-protect the Mac and others that lock
individual hard disk partitions. For multi-
user environments, there are a couple of
new products that allow you to “set vari-
ous levels of file, folder, and disk access
for individual users, and both let you
protect applications from being copied or
deleted . . . [one program] even lets you
restrictaccess to desk accessories, print-
ers, and modems and prevent unauthor-
ized applications from being installed.”

Viruses and Virus Protection

Highland, Dr. Harold Joseph. "Random
Bits & Bytes: The Italian or Ping-Pong
Virus," Computers & Security, 8 (April,
1989), 91-94.

The Ping-Pong virus infects a system
upon booting; any unprotected floppy disk
you copy to will be infected. The virus
takes over three sectors, the first of which
contains virus code; the second "con-
tains a copy of the original boot sector."
Examination of the virus revealed two
abnormalities: the "reinfection of the vi-
rus and a peculiar wiping out of data on
the screen." Highland suggests more
than one way to cure an infected disk.

Highland, Dr. Harold Joseph. "Random
Bits & Bytes: The Marijuana Virus
Revisited,” Computers & Security, 8 (April,
1989), 97.

Analysis of a disk infected with the mari-
juana virus shows it to be dangerous,
“Not only will it infect the standard floppy
disk but it will also take over the master
boot record of a hard disk. . . . It infects a
disk during a read or write operation.*

Menkus, Belden. "The Computer Virus
Situation is not Encouraging." Comput-
ers & Security, 8 (April, 1989), 115-119.

Menkus disagrees with those he consid-
ers "misinformed experts" who do not
consider viruses a serious threat. To
those who feel the problem would disap-
pear if media coverage ceased, he re-
sponds thatlike the hacker problem which
did not go away when publicity ended, the
virus problem will not disappear. He feels
there are no quick fixes because the
problemis complex. Freeware and share-
ware products "are of questionable value
and integrity” and are themselves open to
virus infestation. Commercial products
often do not work "or [they] perform unre-
liably."

When reporters who do not understand
computing or information security proc-
esses interview self-designated experts
on computer viruses, misinformation pro-
liferates.

Menkus doesn't agree with those who
feel those responsible for viruses are
relatively innocent pranksters with lim-
ited capability to do anything malicious or
sophisticated. He feels hackers are in-
creasingly more sophisticated and in
some cases intentionally destructive. At
best, virus developers are unconcerned
“about the consequences of their actions;
there is no reason to believe that they will
end their activities in the near future.
Thereis, instead, every reason to believe
that the computer virus problem will con-
tinue to grow, create a variety of informa-
tion integrity and control problems, and
eventually force major changes in the
ways in which both operating system and
application software are structured.”
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Menkus did not feel any of three pro-
posed protective approaches [isolating
viruses by partitioning a single micro-
computerinto numerous virtual machines,
issuing program code in nonmodifiable
CD-ROM form, and issuing programs in
the form of conventional ROM micro-
chips] would be feasable on a broad
scale before the 1990s. In the meantime,
it would be wise to design trap interfaces
to preventunmediated direct access from
outside sources to disk content and to
segment “the interconnection of data-
center-resident DASD-and the program
that manages the use of this space-to
reduce the possible impact of virus infec-
tion of mainframe-supporting memory.”

There are two tests Menkus suggests
should be met by quality virus-combating
programs: they should be suitable for
those in a conventional business envi-
ronment and they should enable users to
establish and maintain a virus-free com-
puter environment. Currently available
products do not prevent infection; they
simply detect and report it. They are
difficult to use, which means many users
won't bother. Nor do the products allow
for possible advances in virus design,
especially the possibility of increasing
complexity in viruses.

Menkus feels current anti-virus products
fail because they do not seem to be de-
signed for individuals who

+ use computing only as ameansto an
end,

are interested in the uses of the data
rather than in the intricacies of the
software used;

want simple-to-install, easy-to-use
software that does notadd overhead
or otherwise interfere with getting
their jobs done; and

want protection that ensures a more
trustworthy environment but are in-
different to the multiple levels of pro-
tection offered by some products.

Menkus gives details of weaknesses in
currently available products; the articie
concludes with a concern that the end of
an open computing environment is immi-
nent.
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Reports from the Victims:

Radai, Yisrael. "The Israeli PC
Virus." Computers & Security, 8
(April, 1989), 111-113.

People first became aware of the
virus when programs they had run
successfully in the past were sud-
denly too big to fit into memory;
once the problem surfaced, some-
one soon discovered that each time
an EXE file was executed, “its size
grew by 1808 bytes (lateritbecame
evident this continual increase in
size was the result of a bug in the
virus). Infected COMfiles also grew,
but only one time. Radai defines a
virus as

program code, usually attached to
the beginning or end of a program
file, which contains the following:

(1) A part which is responsible for
self-replication, i.e., which causes
propagation of the virus by copying
the entire virus code (or a modified
version thereof) to other program
files (or to some other region of a
disk) at certain opportunities (usu-
ally upon execution of the already
infected program or execution of
the to-be-infected program).

(2) A part which performs some
action (often a destructive action on
files or on entire disks) when a cer-
fain event takes place (e.g., upon
execution of an infected program
on a certain date or after the virus
has replicated itself a certain num-
ber of times).

He explains how viruses proprogate,
mentions several other viruses that
hit Israel, and comments on the
spread of misleading information
by inaccurate and sensationalized
reporting by the press. Like Menkus,
he believes we will see new viruses
that can circumvent current anti-
viral programs. “The best counter-
measures seem to be hardware
protection devices to prevent infec-
tion, and checksum programs to
detectinfections before any destruc-
tive action is committed.”

van Wyk, Kenneth R. "The Lehigh
Virus." Computers & Security, 8
(April, 1989), 107-110.

An especially destructive virus in-
fected several hundred floppy disks
at Lehigh University shortly before
Thanksgiving vacation in 1987. It
copies itself “from disk to disk at
least four times," then destroys the
contents of the original disk. The
rapid spread of the virus was attrib-
uted to floppy disk sharing. Be-
cause of what appears to be a bug
in the virus code, multiple copies of
the virus were loaded into memory
when programs that invoke
COMMAND.COM were run.

The Computing Center now uses
notchless floppy disks where pos-
sible and encourages users to write
protect their floppies. Commercial
anti-virus software has been evalu-
ated; implementing some form of
virus protection is being considered.

Webster, Anne E. "University of
Delaware and the Pakistani Com-
puter Virus." Computers & Secu-
rity, 8 (April, 1989), 103-105.

The University of Delaware has
about 500 microcomputers in gen-
eral access microcomputing facili-
ties; the need for an open comput-
ing environment “makes many of
the security recommendations sug-
gested for business use inappropri-
ate” in this university environment.
Websterindicates thatonly a couple
of dozen users had files corrupted
by the Brain virus. She suggests
that “the site-operating procedures
already in place . . . helped account
for the generally low infection rate.

1) Al DOS boot disks have write protect
tabs or are ‘notchless’ disks.

2) Site applications software (e.g.,
WordPertect, Lotus 1-2-3) generally
is not bootable.

3) Systems are booted with their own
DOS disk (e.g., site system #1 uses
DOS disk #1, system #2 uses DOS
disk #2 etc.).
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J Submissions shou-d conform to
these guidelines

« Artictes should be- 1200 words or
¢ less (If you writ+ an article of
greater length that you feel is
timely and cof rignificance to
compuier security personnel, it |
may be possible to print it in -
stallments. Please phone the
editor to discuse. such submis
sions:505-667 0444 or FTS-843-

Articles shoula be written for the

technically literate: layman. Pref-
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a lechnicat nature=.

+ Include photos o drawings for il-
lustration or elucidation. Please
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to produce graphics.
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= Articles should not promote com-
mercial products
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and digital format (ASClII files on

| Maciniosh diskettes are prefer-
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