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1 Introduction

Muons are highly energetic charged particles produced by decaying pions in the upper atmosphere. They travel at near relativistic speed and have the ability to traverse significant amount of matter. The induced scattering from the Coulomb interaction of matter and muons has been exploited in passive imaging of high-Z materials. But not all muons scatter. Lower energetic particles can be stopped. These stopped particles provide information about the lower Z materials.

This report investigates the feasibility of doing image reconstruction, and the ability to distinguish among low and medium Z-density materials using the information about stopped particles. We develop an algorithm using maximum likelihood to estimate the stopping density of different materials, and test it on Geant 4 simulations and some simplified versions thereof. This research is motivated by the ultimate goal of developing the capability of detecting explosives in light rail mass transit.

The material is organized as follows: Section 2 describes the problem and uses maximum likelihood to solve it. Sections 3 presents results of simulations performed assuming the particles have exponential energy distribution, section 4 investigates the particles energy distribution used in Geant 4, section 5 shows results of simulations using this energy distribution, and section 6 does tomographic image reconstruction for Geant 4 simulations. We conclude in section 7.

2 Soft Cosmic Tomographic Image Reconstruction using Maximum Likelihood

We investigate the feasibility of doing tomographic image reconstruction using soft cosmic rays. Section 2.1 describes the preliminaries of the problem, section 2.2 computes the likelihood function, sections 2.3 explores the feasibility of using the Expectation-Maximization algorithm (EM) used successfully in [6] and [7], section 2.4 presents the direct optimization of the likelihood function and we conclude discussing some implementation details.
2.1 Preliminaries

A muon with energy $E$ enters a volume of interest along a path $\gamma$. It is stopped in the volume if the resistance along the path $\gamma$ exceeds the energy, that is

$$R_\gamma = \int \rho(\gamma(s)) ds > E,$$

where $\rho(\cdot)$ is the stopping density. Define the indicator variable

$$Z = \begin{cases} 0 & \text{muon is stopped in the volume} \\ 1 & \text{muon passes through the volume} \end{cases}$$

and assume that the energy $E$ of the muon, that is unobserved, has cumulative probability distribution $H$. It follows that the probability that a randomly chosen muon traverses the volume along the path $\gamma$ is

$$\mathbb{P}[Z = 1|\gamma] = \int \mathbb{P}[Z = 1|\gamma, E] H(dE) = \int \mathbb{I}\{E > \int \rho(\gamma(s)) ds\} H(dE) = 1 - H \left( \int \rho(\gamma(s)) ds \right). \quad (1)$$

2.2 Likelihood

For ease of exposition, let us consider a layered two-dimensional volume shown in figure 1. The stopping density in each of the $m$ layers is constant. Let $\ell_{kj}$ denote the length of the path of the $k^{th}$ muon in the $j^{th}$ layer (with the convention that we index from top to bottom), and collect all these lengths into the vector

$$L_k = (\ell_{k1}, \ell_{k2}, \ldots, \ell_{km}).$$

We can then rewrite the probability of stopping (1) as

$$\mathbb{P}[Z = 1|\gamma] = 1 H(L_k \rho),$$

where $\rho = (\rho_1, \ldots, \rho_m)$ is the true vector of stopping densities in each layer. Given data $(\gamma_1, Z_1), \ldots, (\gamma_n, Z_n)$, we can calculate the likelihood to be

$$\mathcal{L}(\rho) = \prod_{k=1}^{n} (1 - H(L_k \rho))^{Z_k} H(L_k \rho)^{1-Z_k}, \quad (2)$$

and a statistical tomographic reconstruction can be obtained by maximizing the likelihood with respect to the parameter $\rho$. There are many numerical approaches to operate this optimization. The challenge is to devise algorithms that suitably scale with the number of layers$^1$.

By analogy with the tomographic image reconstruction from scattered muons, we consider an application of the Expectation-Maximization (E-M) algorithm. In later sections, we shall discuss other numerical algorithms for maximizing the likelihood.

$^1$In real applications, we will voxelize the volume into $N$ voxels. Let $l_{ij}$ be the length of the path particle $i$ traverses through voxel $j$. Within each voxel $j$, we assume the stopping density $\rho_j$ to be constant. Then for $\rho = (\rho_1, \ldots, \rho_N) \in \mathbb{R}^N$, Figure 1: Layered volume.
2.3 The E-M algorithm

Several people have suggested the Expectation-Maximization (E-M) framework to optimize the likelihood (2). To do this, let us introduce the (unobserved) auxiliary variables $\xi_1, \xi_2, \ldots, \xi_m$ that describe the events that a particular muon traverses each of the $m$ layers, that is

$$\xi_j = \begin{cases} 
 1 & \text{muon traverses } j^{th} \text{ layer} \\
 0 & \text{muon is stopped in } j^{th} \text{ layer} \\
 -1 & \text{muon does not enter the } j^{th} \text{ layer}
\end{cases}. $$

Remark that the value $-1$ is introduced to ensure that these random variables are well defined. Next, observe that the indicator $Z_k$ that the $k^{th}$ muon traverses the volume can be written in terms of these unobserved random variables $(\xi_{k1}, \ldots, \xi_{km})$ as

$$Z_k = \prod_{j=1}^{m} \xi_{kj}. $$

The E-M algorithm starts with an initial guess $\rho^{(0)}$ for the stopping density and iteratively computes the conditionally expected log likelihood of the full data given the observed data

$$Q(\rho||\rho^{(r)}) = \sum_{k=1}^{n} \mathbb{E}_{\rho^{(r)}} \left[ \log \left( \mathbb{P}_{\rho^{(r)}}[\xi_{k1}, \ldots, \xi_{km}, Z_k] \right) \right] \mid Z_k$$

and iteratively find its maximizer

$$\rho^{(r+1)} = \arg \max Q(\rho||\rho^{(r)}).$$

2.3.1 The expectation step

Let us focus on evaluating the conditional expectation

$$\mathbb{E}_{\rho^{(r)}} \left[ \log \left( \mathbb{P}_{\rho^{(r)}}[\xi_{k1}, \ldots, \xi_{km}, Z_k] \right) \right] \mid Z_k. $$

For $Z_k = 1$, it follows that $\xi_{k1} = \xi_{k2} = \cdots = \xi_{km} = 1$, and hence

$$\mathbb{P}[\xi_{k1}, \ldots, \xi_{km}, Z_k = 1] = 1 - H(L_i \rho).$$

we can write the resistance along the path of the $i^{th}$ particle $Y_i$ as

$$R_{Y_i} = L_i \rho$$

to conclude that the probability that it traverse the volume is

$$\mathbb{P}(Z_i = 1) = 1 - H(L_i \rho).$$

The loglikelihood function of the data is

$$\mathcal{L}(\rho) = \sum_{i=1}^{M} Z_i \log(1 - H(L_i \rho)) + (1 - Z_i) \log H(L_i \rho),$$

where $M$ is the number of incident particles. The problem then is to find $\rho$ that maximizes $\mathcal{L}$. 
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Hence
\[
\mathbb{E}_{\rho(r)} \left[ \log \left( \mathbb{P}_{\rho(r)}[\xi_{k1}, \ldots, \xi_{km}, Z_k] \right) \bigg| Z_k = 1 \right] = \log (1 - H(L_1^r \rho)) \mathbb{P}_{\rho(r)}[\xi_{k1} = \cdots = \xi_{km} = 1 | Z_k = 1] = \log (1 - H(L_1^r \rho)) .
\]

When \( Z_k = 0 \), either one of the following \( m \) disjoint events occur:

\[
\begin{align*}
A_1 & : \xi_{k1} = 0, \xi_{k2} = \cdots = \xi_{km} = -1, \\
A_2 & : \xi_{k1} = 1, \xi_{k2} = 0, \xi_{k3} = \cdots = \xi_{km} = -1, \\
A_3 & : \xi_{k1} = \xi_{k2} = 1, \xi + k3 = 0, \xi_{k4} = \cdots \xi_{km} = -1, \\
& \vdots \\
A_m & : \xi_{k1} = \cdots \xi_{km-1} = 1, \xi_{km} = 0.
\end{align*}
\]

It follows by definition that
\[
\mathbb{E}_{\rho(r)} \left[ \log \left( \mathbb{P}[\xi_{k1}, \ldots, \xi_{km}, Z_k] \right) \bigg| Z_k = 0 \right] = \sum_{j=1}^{m} \log \left( \mathbb{P}_{\rho(r)}[A_k] \right) \cdot \mathbb{P}_{\rho(r)}[A_k | Z_k = 0].
\]

To evaluate the probability \( \mathbb{P}_{\rho(r)}[A_k] \), note that \( A_{kj} \) happens if and only if
\[
\sum_{i=1}^{j-1} \ell_i \rho_i < E_k \leq \sum_{i=1}^{j} \ell_i \rho_i,
\]
from which it follows that
\[
\mathbb{P}_{\rho(r)}[A_{kj}] = H \left( \frac{\sum_{i=1}^{j} \ell_i \rho_i}{\sum_{i=1}^{j-1} \ell_i \rho_i} \right) - H \left( \frac{\sum_{i=1}^{j-1} \ell_i \rho_i}{\sum_{i=1}^{j} \ell_i \rho_i} \right),
\]
where we use the convention that \( \sum_{i=1}^{0} \ell_i \rho_i = 0 \). Since \( \sum_{j=1}^{m} \mathbb{P}[A_{kj}] = 1 - \mathbb{P}[Z = 1] = 1 - H(L_1^r \rho) \), we deduce that
\[
\mathbb{P}_{\rho(r)}[A_{kj} | Z_k = 0] = \frac{H \left( \sum_{i=1}^{j} \ell_i \rho_i \right) - H \left( \sum_{i=1}^{j-1} \ell_i \rho_i \right)}{1 - H(L_1^r \rho)}.
\]

This leads us to write
\[
\mathbb{E}_{\rho(r)} \left[ \log \left( \mathbb{P}_{\rho(r)}[\xi_{k1}, \ldots, \xi_{km}, Z_k] \right) \bigg| Z_k = 0 \right] = \sum_{j=1}^{m} \log \left( H \left( \sum_{i=1}^{j} \ell_i \rho_i \right) - H \left( \sum_{i=1}^{j-1} \ell_i \rho_i \right) \right) \mathbb{P}_{\rho(r)}[A_{kj} | Z_k = 0].
\]

### 2.3.2 The maximization step

Some notational simplifications is possible if we define
\[
S_{kj} = \sum_{i=1}^{j} \ell_{ki} \rho_i, \quad S_{k0} = 0,
\]
and

\[ w_{kj}^{(r)} = P_{\rho^{(r)}}[A_{kj}|Z_k = 0]. \]

It then follows that

\[ Q(\rho||\rho^{(r)}) = \sum_{k:Z_k=1} \log (1 - H(S_{km})) + \sum_{k:Z_k=0} \sum_{j=1}^m \log (H(S_{kj}) - H(S_{k,j-1})) w_{kj}^{(r)}. \]

The reason why people like the E-M algorithm, is that maximization of the original likelihood is hard but sometimes, maximizing \( Q(\rho||\rho^{(r)}) \) is easier. Unfortunately, this appears not to be the case in the considered problem\(^2\). Hence there are no advantages to consider the E-M algorithm in the current setting and one is likely to be better served to consider direct maximization of the likelihood function.

## 2.4 Direct Optimization

The E-M algorithm often reduces to making adjustments of one parameter at the time. While such "coordinate descent" is somewhat slower at reaching the minimum, it has the advantage of requiring less storage than other types of optimization methods. Managing storage requirements of the optimization algorithm is important to enable scaling its applicability to millions of voxels. Here we discuss strategies for direct optimization of the likelihood function.

### 2.4.1 Newton Raphson

Newton Raphson maximizes a twice differentiable function \( f \) by iteratively calculating

\[ x^{(r+1)} = x^{(r)} - \left( \nabla \nabla^t f(x^{(r)}) \right)^{-1} \nabla f(x^{(r)}). \]

This procedure is both computationally expensive — it requires solving a \( N \times N \) linear system — and requires large storage \( O(N^2) \). That is, this procedure does not scale to the size of the problem we are interested in.

### 2.4.2 Coordinate descent Newton-Raphson

The numerical difficulties are lessened if the Hessian \( \nabla \nabla^t f(x^{(r)}) \) is sparse. For example, if the Hessian is diagonal, then the Newton-Raphson algorithm becomes equivalent to a Newton-Raphson coordinate descent method, that is one iteratively cycle through the parameter space, making each time just one NR adjustment. Find \( x = (x_1, \ldots, x_N) \in \mathbb{R}^N \) that maximizes the function \( f(x) \), by iterating over all \( j \), and by updating each \( x_j \) at a time as

\[ x_{j+1} = x_j - \frac{f'(x_j)}{f''(x_j)}. \]

Using the loglikelihood function defined in (3), the first derivate of the loglikelihood is given by,

\[ \frac{\partial \mathcal{L}(L_i \rho)}{\partial \rho_j} = \sum_{i=1}^M \frac{\partial}{\partial \rho_j} \left[ Z_i \log (1 - H(L_i \rho)) + (1 - Z_i) \log H(L_i \rho) \right]. \]

\(^2\)Because we do not get a simple and easy algorithm, we say by abuse of language, that the E-M algorithm does not work for our problem at hand.
We calculate
\[
\frac{\partial}{\partial \rho_j} \left[ (1 - Z_i) \log H(L_i^j \rho) - Z_i \log (1 - H(L_i^j \rho)) \right] = \ell_{ij} h(L_i^j \rho) \left( \frac{1 - Z_i}{H(L_i^j \rho)} - \frac{Z_i}{1 - H(L_i^j \rho)} \right)
\]
\[
= \frac{\ell_{ij} h(L_i^j \rho)}{H(L_i^j \rho) (1 - H(L_i^j \rho))} (1 - Z_i - H(L_i^j \rho)),
\]
where \( h \) is the density function of the particles' energy, that is \( H'(x) = h(x) \). Hence,
\[
\frac{\partial \mathcal{L}(L_i^j \rho)}{\partial \rho_j} = \sum_{i=1}^{M} \frac{\ell_{ij} h(L_i^j \rho)}{H(L_i^j \rho)(1 - H(L_i^j \rho))} (1 - Z_i - H(L_i^j \rho)).
\] (4)

The second derivative of the loglikelihood is,
\[
\frac{\partial^2 \mathcal{L}(L_i^j \rho)}{\partial \rho_j^2} = -\sum_{i=1}^{M} \frac{(1 - Z_i) \ell_{ij}^2}{H(L_i^j \rho)} \left( \frac{h^2(L_i^j \rho)}{H(L_i^j \rho)} - h'(L_i^j \rho) \right)
\]
\[
- \sum_{i=1}^{M} \frac{Z_i \ell_{ij}^2}{1 - H(L_i^j \rho)} \left( \frac{h^2(L_i^j \rho)}{1 - H(L_i^j \rho)} + h'(L_i^j \rho) \right),
\] (5)

where \( h'(-) \) is the derivative of the density function. Finally, the resistance \( \rho_j^{(k+1)} \) in the \( k+1 \) iteration will be calculated as,
\[
\rho_j^{(k+1)} = \rho_j^{(k)} - \frac{\partial \mathcal{L}(L_i^j \rho^{(k)})}{\partial \rho_j^{(k)}} \cdot \frac{\partial^2 \mathcal{L}(L_i^j \rho^{(k)})}{\partial \rho_j^{(k)}}.
\] (6)

### 2.5 Implementation

The Newton-Raphson update rule (6) fails to be well defined in three instances. The first case is when \( L_i^j \rho = 0 \). In that case, both the first and second derivatives, see expressions (4) and (5), are divided by \( 0 = H(0) \). Since \( L_i \geq 0 \), this situation arises if the stopping density is zero along the entire path of the particle. Similarly, the second instance is when \( L_i^j \rho \) is so large that \( 1 - H(L_i^j \rho) = 0 \), and thus also the first and second derivatives are divided by zero. This happens for high energy particles that don't stop even though they may go through voxels with high stopping density. To resolve this problem, we propose the following minor modifications of the first and second derivatives: fix \( \epsilon > 0 \) small, \( C_1 > 0 \) and \( C_2 > 0 \) large, then the first derivative can be expressed as
\[
\frac{\partial \mathcal{L}(L_i^j \rho)}{\partial \rho_j} = \sum_{i=1}^{M} \frac{\ell_{ij} h(L_i^j \rho)}{H(L_i^j \rho)} (1 - Z_i) - \sum_{i=1}^{M} \frac{\ell_{ij} h(L_i^j \rho)}{1 - H(L_i^j \rho)} Z_i
\]
\[
\approx \sum_{\{Z_i \neq 0\}} \ell_{ij} h(L_i^j \rho) \left( C_1 I_{(L_i^j \rho < \epsilon)} + \frac{I_{(L_i^j \rho \geq \epsilon)}}{H(L_i^j \rho)} \right)
\]
\[
- \sum_{\{Z_i = 1\}} \ell_{ij} h(L_i^j \rho) \left( C_2 I_{(L_i^j \rho \geq \kappa)} + \frac{I_{(L_i^j \rho < \kappa)}}{1 - H(L_i^j \rho)} \right).
\] (7)
Similarly, the second derivative can be written as

\[
\frac{\partial^2 L(L_i^j, \rho)}{\partial \rho_j^2} = - \sum_{\{i: z_i = 0\}} \frac{\ell_{ij}^2}{H(L_i^j, \rho)} \left( \frac{h^2(L_i^j, \rho)}{H(L_i^j, \rho)} - h'(L_i^j, \rho) \right) + \sum_{\{i: z_i = 1\}} \frac{\ell_{ij}^2}{1 - H(L_i^j, \rho)} \left( \frac{h^2(L_i^j, \rho)}{1 - H(L_i^j, \rho)} + h'(L_i^j, \rho) \right)
\]

which is approximately

\[
\frac{\partial^2 L(L_i^j, \rho)}{\partial \rho_j^2} \approx - \sum_{\{i: z_i = 0\}} C_1 \ell_{ij}^2 \left( C_1 h^2(L_i^j, \rho) - h'(L_i^j, \rho) \right) I_{\{L_i^j, \rho < \varepsilon\}} + \sum_{\{i: z_i = 0\}} \frac{\ell_{ij}^2}{H(L_i^j, \rho)} \left( \frac{h^2(L_i^j, \rho)}{H(L_i^j, \rho)} - h'(L_i^j, \rho) \right) I_{\{L_i^j, \rho \geq \varepsilon\}} - \sum_{\{i: z_i = 1\}} C_2 \ell_{ij}^2 \left( C_2 h^2(L_i^j, \rho) + h'(L_i^j, \rho) \right) I_{\{L_i^j, \rho > \kappa\}} - \sum_{\{i: z_i = 1\}} \frac{\ell_{ij}^2}{1 - H(L_i^j, \rho)} \left( \frac{h^2(L_i^j, \rho)}{1 - H(L_i^j, \rho)} + h'(L_i^j, \rho) \right) I_{\{L_i^j, \rho \leq \kappa\}}.
\]

The third case is when the second derivative is zero. In that case, the log-likelihood is linear, and we propose to update the estimate using the rule

\[
\rho_j^{k+1} = \begin{cases} 
\rho_j^k - \frac{\partial^2 L(L_i^j, \rho)}{\partial \rho_j^2} \left( \frac{\partial L(L_i^j, \rho)}{\partial \rho_j^2} \right)^2 & \geq \varepsilon \\
\rho_j^k (1 - \Delta) & \left( \frac{\partial^2 L(L_i^j, \rho)}{\partial \rho_j^2} \right)^2 < \varepsilon \text{ and } \frac{\partial L(L_i^j, \rho)}{\partial \rho_j^2} < 0 \\
\rho_j^k (1 + \Delta) & \left( \frac{\partial^2 L(L_i^j, \rho)}{\partial \rho_j^2} \right)^2 < \varepsilon \text{ and } \frac{\partial L(L_i^j, \rho)}{\partial \rho_j^2} > 0,
\end{cases}
\]

where the gradient and the second partial derivative are defined as in (7) and (9).
3 Simulations and Image Reconstruction assuming Exponential Energy Distribution

To apply this methodology, we need to know the distribution of the rays' incident energy. To test the methodology, for now, we assume that the energy distribution is exponential, and we produce simulations where the rays' energy are also exponential as described in section 3.1. A more realistic distribution will be studied in section 4. The exponential distribution function, density and its derivative are defined for all \( x > 0 \) to be

\[
H(x) = P(X \leq x) = 1 - e^{-\lambda x},
\]

\[
h(x) = \lambda e^{-\lambda x},
\]

\[
\frac{dh(x)}{dx} = -\lambda^2 e^{-\lambda x} = -\lambda h(x),
\]

respectively. Substituting in equation (7), the first derivative of the log-likelihood function becomes,

\[
\frac{\partial^2 \mathcal{L}(L_i^j \rho)}{\partial \rho_j^2} = - \sum_{\{i:Z_i=0\}} \ell_{ij} h(L_i^j \rho) \left( \frac{h^2(L_i^j \rho)}{H(L_i^j \rho)} - h'(L_i^j \rho) \right)
\]

\[
= - \sum_{\{i:Z_i=0\}} \ell_{ij} h(L_i^j \rho) \left( \frac{h^2(L_i^j \rho)}{H(L_i^j \rho)} - \lambda \right)
\]

Direct calculations of the second derivative reveals that the sum over all rays that go through \((Z_i = 1)\) vanishes in the exponential case, because \(h'(x) = -\lambda h(x)\), and therefore

\[
\frac{h^2(L_i^j \rho)}{1 - H(L_i^j \rho)} + h'(L_i^j \rho) = \frac{h(L_i^j \rho)}{1 - H(L_i^j \rho)} \left(h(L_i^j \rho) - \lambda (1 - H(L_i^j \rho))\right) = 0.
\]

Thus the second derivative only depends on the stopped rays,

\[
\frac{\partial^2 \mathcal{L}(L_i^j \rho)}{\partial \rho_j^2} \approx - \sum_{\{i:Z_i=0\}} \ell_{ij} \frac{h^2(L_i^j \rho)}{H^2(L_i^j \rho)} \left(c^2 I_{(\rho \leq \epsilon)} + \frac{I_{(\rho \geq \epsilon)}}{H^2(L_i^j \rho)} \right).
\]

since \(h(L_i^j \rho) + \lambda H(L_i^j \rho) = \lambda\). That is,

\[
\frac{\partial^2 \mathcal{L}(L_i^j \rho)}{\partial \rho_j^2} \approx - \sum_{\{i:Z_i=0\}} \lambda \ell_{ij}^2 h(L_i^j \rho) \left(c^2 I_{(\rho \leq \epsilon)} + \frac{I_{(\rho \geq \epsilon)}}{H^2(L_i^j \rho)} \right).
\]
3.1 Simulations

We produced simulations of about 1 cubic meter volume, containing three 10cm$^3$ objects of different density: aluminum (Al), iron (Fe), and tungsten (W). The energy distribution of the incident particles was assumed to be exponential with mean 3GeV (i.e. $P(E < x) = 1 - e^{-x/3}$). The energy loss in this simulations is assumed to be 2 MeV/g/cm. Each simulation had about 170,000 rays. To have a clean stopping signal we produced simulations without any scattering of the particles. In later numerical experiments, we also produced more realistic simulations, that included scattering of charged particles.

The image reconstruction of both simulations was done using a coordinate descent Newton-Raphson method to maximize the log-likelihood function as described in the previous section. We voxelized the volume in 10cm$^3$ voxels, namely $11 \times 11 \times 9 = 1089$ voxels, and calculated the path of each particle through the volume. For the simulation with scattering the path of each ray is calculated as the path going through the line defined by the incident point and angle up to the intersection with the line defined by the outgoing point and angle.

The initial reconstructions took about an hour, so we were concerned that long computing time would prevent us from making numerous reconstructions as needed for ROC curves based performance analysis. We optimized out MatLab code with a goal to make the single scene reconstruction in less than a minute. The optimized code runs in 48 seconds; this includes reading the files, cleaning and formatting the data appropriately, running the reconstruction and producing the plots. While in the near future we are going to switch to more complicated and larger scenes, we expect computing time not to be a large hindrance at that point. We will however continue to monitor it for make sure that our ability to make serial simulations is not impeded.

3.2 Results

Scene: "Aluminum, Iron, Tungsten". For this simulations, the actual resistance in each voxel is given by the element's volume density times the energy loss per traversed centimeter, in this case 2 MeV/g/cm,

$$\rho_W = \frac{2 \text{ MeV}}{g/cm} \times 19.3 \frac{g}{cm^3} = 38.60 \frac{\text{MeV}}{cm}$$

$$\rho_{Fe} = \frac{2 \text{ MeV}}{g/cm} \times 7.87 \frac{g}{cm^3} = 15.80 \frac{\text{MeV}}{cm}$$

$$\rho_{Al} = \frac{2 \text{ MeV}}{g/cm} \times 2.68 \frac{g}{cm^3} = 5.38 \frac{\text{MeV}}{cm}$$

$$\rho_{Air} = \frac{2 \text{ MeV}}{g/cm} \times 0.0012 \frac{g}{cm^3} = 0.0024 \frac{\text{MeV}}{cm}$$

Note that according to the particle data book, the energy loss per centimeter is not 2 MeV/(g/cm), but varies for these three materials, namely Tungsten 1.145 MeV/g/cm, Iron 1.451 MeV/g/cm, and Aluminum 1.615 MeV/g/cm. ³

Our current reconstruction methods are optimized for nuclear materials detection. For that task, an overestimation of the signal is not a problem, because the threatening material is still detected.

³If GEANT4 uses these numbers, then contrast between these three materials would be reduced and the "true" values would be different. We should check to see what results we get with GEANT4 simulations.
The situation is different for explosives detection, because both underestimation of the signal (e.g., misidentification of a TNT block as a round of cheese), and overestimation of the signal (misidentification of TNT block as a car battery) both lead to a decrease of detection efficiency. For this project, we need to understand, how closely our estimated values are to the true material parameters. We need to evaluate our current methods and decide which one has the optimal performance for our application. Figure 2 shows the stopping image reconstruction of three blocks of different materials for both models: excluding and including scattering. Reconstructed values (energy loss, proportional to the material density) are close to the simulated ones, confirming the validity of our reconstruction methods. Large signal spread is noticeable when adding scattering to the simulation. Reconstructed values for central voxels show some leakage of the signal to the neighboring voxels.

Figure 2: Stopping Reconstruction of three materials: aluminium, iron, and tungsten.
4 Soft Cosmic Particles' Energy Distribution

Given that the reconstruction algorithm based on maximum likelihood seems reasonable assuming the cosmic rays' energy distribution is exponential, we will now try to investigate if we can find a parametric distribution that fits better the actual rays' energy distribution.

The soft particles we deal with are typically a combination of electrons and muons. Their proportions on any given location and point in time, seem to depend on many factors, particularly, they depend on the altitude, and the weather conditions, e.g. if it is cloudy, rainy or if their is a fair sky. At sea level typically there are about 70% electrons and 30% muons, while at higher altitudes, e.g. in Los Alamos, NM, which is located at 7,200 ft, the muons and electrons' proportion seems to be equal.

We generated 10 million electrons and 10 million muons from tables produced using empirical observations, and analyze first electrons and muons separately by drawing the corresponding histograms. We considered various well known densities, and plotted the ones that seem closer to the observed energy histogram, namely, the Gamma, Inverse Gamma, Pareto and Log-Normal densities, as seen in figure (3).

![Electrons](image1)

(a) Electrons

![Muons](image2)

(b) Muons

Figure 3: Energy Density

The log-normal density is the closest to the electrons energy density, and it particularly fits the muons' energy density rather well. Although we are mainly interested in lower energy particles, that are more likely to stop, figures (4) and (5) provide a closer look at the tails. Recall that a log-normal random variable, is such that its logarithm has normal or gaussian distribution, namely for $x > 0$,

$$f(x; \mu, \sigma) = \frac{1}{x\sigma\sqrt{2\pi}} e^{-\frac{(\ln(x) - \mu)^2}{2\sigma^2}}. \quad (16)$$
Next, we pull all the particles together, with an equal proportions of electrons and muons, and plot a mixture of the log-normals that fitted the electrons and muons' density, this is,

\[
\alpha f(x, \hat{\mu}_{\text{elec}}, \hat{\sigma}_{\text{elec}}) + (1 - \alpha) f(x, \hat{\mu}_{\text{muon}}, \hat{\sigma}_{\text{muon}})
\]

(17)

where the maximum likelihood estimates are \(\hat{\mu}_{\text{elec}} = -3.27, \hat{\sigma}_{\text{elec}} = 1.18, \hat{\mu}_{\text{muon}} = 0.76, \hat{\sigma}_{\text{muon}} = 1.33\), and \(\alpha = \frac{1}{2}\).
Figures (6) and (7) show that this mixture of log-normals is a fairly good approximation to the soft cosmic particles' energy.

Figure 6: Soft Cosmic Particles Energy Density

Figure 7: A closer look to the Soft Cosmic Particles Energy Density
5 Simulations and Image Reconstruction using a Mixture of Log-normals

To maximise the log-likelihood function defined in (3), we need the lognormal distribution, density and its first derivate. The distribution function is given by

\[
F(x; \alpha, \mu, \sigma) = \int_0^x f(y; \mu, \sigma) dy = \frac{1}{2} + \frac{1}{2} \operatorname{erf} \left( \frac{\ln(x) - \mu}{\sigma \sqrt{2}} \right)
\]  

(18)

where \( \operatorname{erf} \) is the error function defined as \( \operatorname{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} dt \), and \( f \) is the density,

\[
f(x; \mu, \sigma) = \frac{1}{x \sigma \sqrt{2\pi}} e^{-\frac{(\ln(x) - \mu)^2}{2\sigma^2}}.
\]  

(19)

Finally the first derivate of the density is,

\[
\frac{df(x; \mu, \sigma)}{dx} = -\frac{1}{x} f(x; \mu, \sigma) \left( 1 + \frac{\ln(x) - \mu}{\sigma^2} \right).
\]  

(20)

The corresponding distribution, density and first derivate of the mixture of log-normals, is just the convex combination of the corresponding functions given in (18) to (20)

\[
H(x; \alpha, \mu_{\text{muon}}, \mu_{\text{electron}}, \sigma_{\text{muon}}, \sigma_{\text{electron}}) = \alpha F(x; \mu_{\text{muon}}, \sigma_{\text{muon}}) + (1-\alpha) F(x; \mu_{\text{electron}}, \sigma_{\text{electron}}),
\]

\[
h(x; \alpha, \mu_{\text{muon}}, \mu_{\text{electron}}, \sigma_{\text{muon}}, \sigma_{\text{electron}}) = \alpha f(x; \mu_{\text{muon}}, \sigma_{\text{muon}}) + (1-\alpha) f(x; \mu_{\text{electron}}, \sigma_{\text{electron}}),
\]

\[
\frac{dh(x; \alpha, \mu_{\text{muon}}, \mu_{\text{electron}}, \sigma_{\text{muon}}, \sigma_{\text{electron}})}{dx} = \alpha \frac{df(x; \mu_{\text{muon}}, \sigma_{\text{muon}})}{dx} + (1-\alpha) \frac{df(x; \mu_{\text{electron}}, \sigma_{\text{electron}})}{dx}.
\]

We implement exactly formulas (4) and (5) since when substituting \( H, h \) and \( \frac{dh}{dx} \) nothing simplifies.

5.1 Simulations and Results

We simulated the same scene as described in section 3.1, this is about a one cubic meter volume containing three 10 cm³ objects: aluminium, iron and tungsten. The energy loss distribution was assumed to be an \( \alpha \)-mixture of lognormals as described in the previous section, where \( \alpha \) is the proportion of muons. We varied the proportions of muons and electrons: i) 100% muons (with \( \alpha = 1 \)), ii) 100 % electrons (\( \alpha = 0 \)), iii) the same proportions of muons and electrons (\( \alpha = 50\% \)), and iv) 70% muons and 30% electrons. The energy loss in the simulation is assumed to be 2 MeV/g/cm.

We produced simulations with about 161K rays and with about twice as many rays 322K, and again we produced simulations without and with scattering. For each of the scenarios we performed 10 simulations. The results are summarized in figures 9 to 12. The simulation code was written in Matlab.

The stopping reconstructions for the simulations using only muons (figure 9) look very reasonable, with obvious improvements by doubling the exposure times, and smaller standard deviations for the simulations done with no scattering. Similar results are obtained when only using electrons (10), with two main differences: first note that when assuming no scattering, the electrons seem to be more useful for identifying lower density materials like iron and aluminium, then higher density materials like tungsten, where the stopping density is somewhat underestimated; and second, adding scattering
Scattering Mean $p$ (800K rays, 100% Muons)

Mean Reconstruction fidelity:

\[ \Phi = 0.166 \]

<table>
<thead>
<tr>
<th></th>
<th>AI</th>
<th>Fe</th>
<th>W</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual</td>
<td>5.40</td>
<td>15.75</td>
<td>38.60</td>
</tr>
<tr>
<td>Estimated</td>
<td>3.16</td>
<td>13.71</td>
<td>35.78</td>
</tr>
</tbody>
</table>

Estimated $p$: 3.155, 13.715, 1.761, 35.780

Figure 8: Image reconstruction. Scene: Tungsten, iron, and aluminium.

makes the previous situation much worse. Electrons may scatter more when hitting higher density material, and thus our estimation of the rays' paths needs to be significantly improved. These effects get carried over when mixing electrons and muons (11 and 12).
Stopping Reconstruction (No Scattering)

Figure 9: Simulations with 100% Muons. Scene: Aluminium, iron and tungsten.
Figure 10: Simulations with 100% Electrons. Scene: Aluminium, iron and tungsten.
Figure 11: Simulations with 50% Muons and 50% Electrons. Scene: Aluminium, iron and tungsten.
Figure 12: Simulations with 70% Muons and 30% Electrons. Scene: Aluminium, iron and tungsten.
To verify if the position of the objects matters or not, we run the set of simulations with the twist that aluminium and tungsten switched places (see figures 14). Again, we find that electrons do a better job at identifying lower density materials like aluminium and iron, than higher density materials like tungsten. Interestingly, when including scattering in the simulation, even though the stopping density of tungsten is still underestimated, it improved considerably (compare figures 11 and 14).

Figure 13: Image reconstruction. Scene: Tungsten, iron, and aluminium
Figure 14: Flipped scene: Tungsten, iron and aluminium
6 Geant Simulations

Having tested the methodology to identify lower Z-material using the more simple Matlab simulations, we created simulations with Geant 4 that uses more realistic particles’ behavior, that include the incident energy, the energy loss, and the scattering. The landscape was kept simple with four $10cm^3$ cubes of low-medium Z density material, namely iron, aluminium, TNT and water. In each experiment we used an exposure time of one minute, with a mixture of particles of 50% muons and 50% electrons, and the experiment was repeated 100 times.

We apply our algorithm as described in section 5 assuming the particles’ incident energy is a mixture of log-normals. Figure 15 shows the mean image reconstruction over all 100 simulations that uses the mean estimated stopping density in each voxel. It is surprising how well the algorithm can identify the presence of objects in the different voxels, and on average it also does a very good job at distinguishing among the different materials. Unfortunately, when taking a closer look at individual simulations (see figure 16), it is obvious that it is not always clear that one can distinguish among the different materials. This is confirmed by looking at the boxplots in figure 17 that show the overlap of the empirical estimated stopping densities distribution of the different materials.

![Mean Stopping Reconstruction](image)

<table>
<thead>
<tr>
<th></th>
<th>H2O</th>
<th>TNT</th>
<th>Al</th>
<th>Fe</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>3.24</td>
<td>5.27</td>
<td>10.04</td>
<td>37.15</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>0.51</td>
<td>0.91</td>
<td>1.79</td>
<td>7.21</td>
</tr>
</tbody>
</table>

Estimated $\rho$: 37.15, 5.27, 10.04, 3.24

Geant Simulations: 100

Particles: 50% Muons 50% Electrons

Exposure time: 1 minute

$p$ = stopping density

Figure 15: Image stopping reconstruction of water, TNT, aluminium, and iron with 1 minute exposure time
Figure 16: Estimated stopping densities estimates of Geant Simulations
Boxplots illustrate differences between empirical distributions without making assumptions on the underlying statistical distribution. A boxplot is constructed using the lower and upper quartiles (end of the box), the median (the line inside the box) and the samples minimum and maximum (whiskers). Thus the length of the box is the interquartile range (IQR). Any point that lies 1.5 times the IQR from above the third quartile or below the first quartile is considered an outlier and is individually displayed with a point.

![Boxplots for Stopping Densities](image)

Figure 17: Boxplots of estimated stopping densities of water, TNT, aluminium, and iron with 1 minute exposure time.

The inability of the algorithm to clearly distinguish between different materials is resolved by doubling the exposure time. The stopping reconstruction was performed using 50 simulations of the same scene (four $10cm^3$ of water, TNT, aluminium, and iron) with an exposure time of 2 minutes each. Figures 18 and 19 compare the stopping reconstruction scattering plots and boxplots with one and two minutes exposures. The two minute exposure plots clearly show the material separation.
Figure 18: Estimated stopping densities of water, TNT, aluminium, and iron. 50 simulations.
Figure 19: Estimated stopping densities of water, aluminium, TNT, and iron. 50 simulations.

Finally, figure 20 shows the mean image reconstruction using the fifty 2 minutes simulations.

Figure 20: Image stopping reconstruction of water, TNT, aluminium, and iron with 2 minutes exposure time.
7 Conclusion

Analysis of stopped charged particles provide a complimentary view to scattering tomography and helps resolve medium and low Z materials. Combining scattered and stopped particles has the potential of increasing the dynamic range in the reconstruction at little or no costs in terms of exposure times and complexity of the measurement apparatus. This opens the door for a broader range of application for passive tomography, with possible applications ranging from the detection of explosives to passive imaging of buildings and dams.
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